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10.1 Introduction

Let ¥ be the set of words, ¥ = {the ball run and ...}
Let N be the set of nonterminals, N = {S, V, N, Adj, Pr, ...}
Consider the English language, L¢yny € X*, having the following rule:
a—f
a,f € (ZUN)*

Review the levels in Chomsky’s hierarchy: with z € X, 8 € N

e Type 1 (Regular language):

A — Bz
A-zx
e Type 2 (Context-free language):
A= a
e Type 3 (Context-sensitve language):
BAY = a

The following sentences belong to the English language above:
The rat died (NV)
(The rat (the cat (the dog chased) ate) died) (N*V5)
Claim: Len, N {N*VP} = {N*Vk}
Question:
e Is English language context-free or not?

o Is English language regular or not?

10.2 The logical problem of language acquisition

Let us consider a language L,y with a grammar geng € G
Sentences: s1, 2, ...

Grammar: g1, 92, -
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10.2.1 The Central Dogma

1. All languages can be learnt
2. Learning is from positive examples

3. Learning does not depend on the precise order of examples

T is called a text corpus of a language L if:

T = s1, 89, .., 8, such that:

e cach s € L occurs at least once in T

e nos¢ Loccursin T

Learning algorithm:

Let A be an algorithm that learns grammar G from a set of data sequences D.

A:D—>G

D = Uy Di with

Dy, = {(s1, s2, .., S) such that s; € £*}
Dy, is the set of all data streams of length &
G is the set of grammar to be learnt by A. A(a) € G with a € D
a € D = a € D; for some j
Let ¢, be the first k£ elements of the sequence T' = s1, 82, .., Sn
i.e t(k) = s1, 82, .., s, therefore:

tr, € D Vk

A learns g on text T if A(ty) — g
A(ty) = gif IN st Vn > N

Note that:
A learns g if V¢ from Ly, A learns g on text ¢
A learns G if Vg from G, A learns g

Theorem: If g is learnable by A then there exists a locking sequence o for g

0 = 51,82,...,5;5; € Lg

o is called a locking sequence for g if:

L) = Ly and V extension a = (sll, 8’2, e s'm) with s'm € L,, we have:



LA(aoa) = Lg

Prove:
Suppose not, i.e g is learnable yet no locking sequence.

Take any text t for g

t = 81,82,...
We will form a new text ¢ :
Start at ¢1 = s1
Look at A(q1). If La(g,) # Ly then

g2 =q1 082

else if LA(q1) = Lg

g2 = (g1 00 Sy

(because there is no locking sequence = Ja 5.t L g(g,00 7 Ly)

Now consider the text t = Q1,492 -

Obviously ¢ is a text corpus of L, because:

e all elements of L, occur at least once in ¢

e No element ¢ L, in t

We see that the text ¢ changes its mind infinitely often about g = ¢ is not learnable = contradiction.

(theorem proved)

10.2.2 Gold Theorem

Gold Theorem: (Gold 1967)

If the family L (Superfinite family) consists of all the finite languages and at least 1 infinite language, then
it is not learnable.

Proof:

Suppose not, i.e Ly, is learnable, then by the Theorem, a locking sequence exists:

Jor.. = s1,82,...5k5; € Loo

Consider L = |J,{s:}

Consider a text t for L that begins with o,



oo

t=0r.5815983...
with s; € L C Lo
LA(tk) = Loo With Vk‘ Z |UL°Q|

Therfore L is not learnable = Contradiction

10.2.3 Questions

1. L= {Ll,LQ} such that L1 C L2

Is L learnable?

2. L = {all finite languages}

Is L learnable?

Chomsky says the class G of all natural languages must be a subset of the set of all context-free languages
(if natural languages are really context-free).



