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Thousands of users post on Reddit every day, but a fifth of all posts are removed [45]. How do users react
to these removals? We conducted a survey of 907 Reddit users, asking them to reflect on their post removal
a few hours after it happened. Examining the qualitative and quantitative responses from this survey, we
present users’ perceptions of the platform’s moderation processes. We find that although roughly a fifth (18%)
of the participants accepted that their post removal was appropriate, a majority of the participants did not
— over a third (37%) of the participants did not understand why their post was removed, and further, 29%
of the participants expressed some level of frustration about the removal. We focus on factors that shape
users’ attitudes about fairness in moderation and posting again in the community. Our results indicate that
users who read community guidelines or receive explanations for removal are more likely to perceive the
removal as fair and post again in the future. We discuss implications for moderation practices and policies.
Our findings suggest that the extra effort required to establish community guidelines and educate users with
helpful feedback is worthwhile, leading to better user attitudes about fairness and propensity to post again.
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1 INTRODUCTION
How do users feel when their content is removed from online communities? Does it deter them
from posting again? Does it change their attitude about the community? Individuals have a range
of motivations for posting, and this shapes their reactions to content removal. In some cases (like
P254 above), a user might really need advice. In others, as we will see, a user might annoy the
moderators on purpose, intending to provoke a removal. How does the level of effort made in
creating content affect the way users perceive its removal, and does receiving an explanation of
why content was removed matter? In this paper, we address these questions through a survey of
907 Reddit1 users whose posts were removed.
Our research is concerned with understanding content moderation from the perspectives of

end-users in cases where the user has likely broken a rule or a community norm. For this article,
we use Grimmelmann’s definition of “content moderation” as the “governance mechanisms that
structure participation in a community to facilitate cooperation and prevent abuse” [38]. We focus
specifically on content moderation processes that determine which user-generated content to allow
on the site and which to remove, as well as how to handle removals. The goal of this research is to
offer theoretical and practical insights for community managers to moderate their communities
in ways that are considered fair by the end-users and that encourage users to continually submit
productive contributions.

In recent years, the fields of Human-Computer Interaction (HCI) and Computer-Supported Coop-
erative Work (CSCW) have actively engaged in research on various aspects of content moderation,
highlighting the differences in moderation policies across various social media platforms [66] and
exploring the design challenges of creating automated tools for enacting efficient content regulation
[44]. However, much of the research in this area is theoretical [34, 38, 51] and existing empirical
work usually takes a data-centered [12, 14, 55] or moderator-centered [58, 63, 77] perspective.
Limited prior research has investigated the perspectives of moderated end-users on Twitter and
Facebook [86], but to the best of our knowledge, no prior work has explored how users react to
content removals on sites like Reddit that rely on volunteer, community-driven moderation. We
seek to address this gap in research with our analysis of moderated Reddit users using large-scale
survey data.
End-users are the central actors in online social systems. Sites like Reddit don’t usually create

their own content. Instead, they rely on a constant stream of user-generated content [34]. Therefore,
end-users are not just consumers who bring in the ad revenue to sustain these platforms but they
are also the content creators. As a consequence, it is crucial for these platforms to have users who
are invested in the online community and who feel valued for their content contributions.
Although many users on these platforms create information goods that are appreciated by the

community, there are others whose posts are promptly removed by the community managers
before they can be seen by the community2. We do not know what happens to individual users after
they invest time in creating content only to have it discarded. It is also unclear how the different
elements of submission process (e.g., the existence of community guidelines) and the subsequent
removal process (e.g., whether or not the user is provided a removal reason) affect users.
Understanding the concerns and experiences of such users may open up opportunities for

identifying and nurturing users who have the potential to become valuable contributors in the
1https://www.reddit.com
2We do not take the view that all content removal decisions on social media sites are legitimate. For example, automated
moderation tools may miss the contextual details of the post and remove it based on the presence of specific keywords in
the post [44] or human moderators may be motivated by personal biases [47]. We did not (and as individuals external to
the community, and therefore, unaware of its social norms, could not) independently verify whether the removals of our
participants’ posts were legitimate. Rather, our analysis focuses on whether or not end-users perceive these removals as fair.
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community. From a wellness perspective, the effects of content moderation on the levels of stress
experienced by millions of end-users is also important to consider [57]. Therefore, it is imperative
that we study the users who experience content removals.
Our study focuses on moderated users’ perceptions of fairness in content moderation and how

content removals shape their attitude about posting in the future. We consider these two factors
as important to understanding the users’ current orientation and future outlook towards online
communities. Our analysis is guided by the following research questions:

• RQ1: How do users perceive content removals?
• RQ2: In what ways do the contextual factors of post submission and content moderation,
such as community guidelines and removal explanations, shape users’ perceptions of fairness
of content removals?

• RQ3: How do these contextual factors affect users’ attitude about posting in the future?

To answer these questions, we conducted a survey of users (N=907) who have experienced content
removals. We chose to conduct this study on the popular social media platform Reddit. Reddit is
made up of more than a million communities called “subreddits.” We use the terms communities and
subreddits interchangeably in this paper. Each subreddit has its own independent content regulation
system maintained by volunteer users — the subreddit’s moderators. These communities show a
variety of approaches to enacting content curation. For example, some communities highlight a set
of community guidelines or subreddit rules that users should follow while others don’t provide
any such guidelines [29]. To take another example, moderators on some communities provide
explanations for post removals while others choose to silently remove posts. Therefore, the Reddit
platform provides a rich site to study how the differences in the contexts of post submissions and
subsequent moderation actions affect the attitudes of users.
We triangulate quantitative and qualitative data from our survey to present a rich overview of

moderated users, their concerns, and their interactions with various elements of the moderation
process. As might have been predicted, a majority of our participants expressed negative attitudes
about their content removals. However, analyzing their dominant affective responses and inter-
actions with moderation processes reveal insightful nuances. For example, our qualitative data
indicate that the absence of notifications about removals results in users creating folk theories
of how content moderation works, and this reinforces their negative attitudes. Our quantitative
analyses show that having community rules and receiving removal explanations are associated
with users perceiving the content removal as fair and having better attitudes about future posting.

This work sheds light on the needs of users whose content has been removed. We add support
to prior research that calls for taking an educational approach rather than a punitive approach to
content moderation [86]. We offer recommendations for designers to build tools and community
managers to adopt strategies that can help improve users’ perceptions of fairness in content mod-
eration and encourage them to become productive members of the community. Since moderation
resources are often scarce, our empirical findings can help moderators make informed choices
about where to invest their effort related to providing community guidelines, offering removal
explanations, and using automated tools.

2 STUDY CONTEXT: REDDIT MODERATION
Reddit is one of the most popular social media sites today. As mentioned above, Reddit is made up
of millions of independent subcommunities called subreddits, with each subreddit focused on a
separate topic. Users can subscribe to multiple subreddits in order to see the latest content from
those subreddits on their front pages.
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Each subreddit allows users to post submissions which can be text posts, images, videos or links
to other sites. Other users can then comment on these submissions and thereby engage in threaded
conversations. Users can also upvote or downvote each submission and comment. Each Reddit
user (or Redditor) accumulates a digital score called ‘karma’ that reflects the net votes her posts
have received. Many subreddits also have a list of rules or community guidelines that informs users
what type of content is acceptable to post on the community. These rules are placed in a sidebar
that appear on all pages of the subreddit.

For the purpose of this study, we focus onmoderation of submissions on Reddit.Whenmoderators
remove a submission on Reddit, the site doesn’t automatically notify the author of the submission
about the removal. While on some communities, moderators explicitly inform the poster that their
submission has been removed, most communities choose not to inform the poster. When signed in,
posters can still access all their submissions they have posted on their user profile page, regardless
of whether they have been removed on Reddit. Therefore, posters may only come to know about
the removal if they check the front page of the subreddit and do not notice their post.

When a submission is removed, moderators on some communities also choose to provide posters
an explanation of why the removal occurred. This can be done in a number of different ways.
Moderators can (1) comment on the removed post with a message that describes the reason for
removal, (2) flair3 the removed post, or (3) send a private message to the submitter. Moderators can
either choose to post the removal explanation themselves, or they can configure automated tools
(e.g., AutoModerator [44]) to provide such explanations when the submission violates a rule.

In this study, we evaluate how these different design mechanisms mediate user responses to
content removals on Reddit.

3 RELATEDWORK
3.1 Content Moderation
Since the early days of the internet, scholars as well as community managers have deliberated over
how to manage content online and how to enable constructive conversations among end users
[6, 24]. Although modern social media platforms operate in new contexts, they still struggle with
some of the same problems that afflicted the early incarnations of online communities. For example,
they have to address the challenges of dealing with “trolls” who escape easy detection [40, 47] and
making subjective decisions that distinguish controversial speech from online harassment [46].
As online communities grow large, curating content and enforcing local social norms of the

community [13] become increasingly difficult [34]. To address these challenges, platforms like
Facebook, Twitter and Reddit have developed complex, multi-layered content-moderation systems
that involve “visual interfaces, sociotechnical computational systems and communication practices”
[86]. The black-boxed nature of many social media platforms [56] makes it difficult to study their
moderation systems. Yet, over the past few years, a rich body of research has made significant
initial forays into unpacking the complexities of how content moderation is enacted [19, 34, 49,
54, 55, 58, 62, 63, 71, 77]. We refer the reader to Jhaver et al. [44] for an in-depth review of this
literature.
The line of content moderation research most closely related to the current work focuses on

the perspectives of end-users of centralized moderation4 platforms like Facebook and Twitter.
3Flairs are short tags that can be attached to users’ submissions. Only the moderators on each subreddit have access to
assign removal explanation flairs to the posts on that subreddit.
4We define centralized moderation systems as those systems in which moderators may be assigned to regulate any part
of the site using a common set of global criteria. On the other hand, we define distributed moderation systems as those
systems in which moderators regulate only a specific community (or specific communities), and make individual decisions
using the criteria relevant to that community.
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Jhaver et al. interviewed Twitter users to understand the use of third-party blocking mechanisms
on Twitter for addressing the problem of online harassment [47]. They showed that although
adopting these tools helps improve the user experiences of previously harassed users, it also raises
legitimate concerns among users who are mistakenly blocked by these tools without being given a
chance to redress. We found similar concerns among moderated Reddit users who felt that their
content was removed unfairly and who reported being frustrated about their communications with
the moderation team. In another recent study, West analyzed users whose posts are removed on
Facebook, Twitter and Instagram, and surfaced these users’ folk theories of how content moderation
works [86].

Our work complements this prior research on centralized moderation platforms by highlighting
the impact of content moderation on users in the distributed moderation system of Reddit. We
expect that the multi-community environment of Reddit, along with its locally crafted guidelines
and volunteer-driven moderation, makes moderation on Reddit a much different experience from
moderation on other platforms such as Facebook and Twitter. Our research attempts to highlight
the concerns that arise in the distributed moderation system of Reddit. We use the user-centered
perspectives we obtain in our findings to suggest guidelines on designing moderation tools and
strategies that may improve the health of distributed online communities like Reddit.
Moderators on many sites use explicit community guidelines to make the community norms

more visible, especially to newcomers [29]. However, how these guidelines affect user attitudes and
behaviors remains unclear. Kiesler et al. hypothesize that while explicit guidelines may help users
understand what is acceptable to post on a community, they may also discourage user contributions
if the users feel stifled [51]. Building upon their theoretical work, we provide empirical insights
into how the presence of community guidelines and the perceptions of users about these guidelines
shape their attitudes about the community.

Our research extends prior work on community-created rules on Reddit. Fiesler et al. [29] recently
presented a description of the rules ecosystem across Reddit, highlighting that the activity on
Reddit is guided by multiple layers of rules. First, there exists a user agreement and content policy
similar to the terms and conditions of many websites. Second, a set of established rules defined by
Reddit users, called Rediquette, guide site-wide behavior. Finally, many subreddits also have their
own set of rules that exist alongside site-wide policy and lay out expectations about content posted
on the community [29]. Thus, Reddit users operate in an ecosystem of governance where even
the explicit guidelines for expected behavior, let alone the implicit norms, derive from multiple
sources. Prior research has shown that negotiating multiple sources of rules can result in confusion
among end-users [28]. We explore in our analysis how Reddit users negotiate posting in multiple
communities, each having its own set of rules, and the challenges they face in the process.

Our work also contributes to the growing body of research on understanding bad actors online
[3, 4, 18, 46, 47, 68]. Coleman [18] and Phillips [68] both conducted deep ethnographic investigations
to understand the subculture of internet trolls. We add to their research by surfacing the perspectives
of bad actors5 on Reddit and discussing various factors that motivate them to post. More recently,
in their analyses of communities accused of perpetrating online harassment, Jhaver et al. pointed
out the challenges of distinguishing sincere users from bad actors, and the problems that emerge
when sincere users are mistakenly moderated [46, 47]. We discuss how the difficulties in identifying
bad actors complicate the process of allotting moderation resources to nurturing sincere users.

5We do not considers all users whose posts have been removed as “bad actors.” Here, we refer to only those participants
who described themselves as “trolls.”

Proceedings of the ACM on Human-Computer Interaction, Vol. 3, No. CSCW, Article 192. Publication date: November 2019.



192:6 Jhaver et al.

3.2 Fairness and Transparency in Content Moderation
Social media platforms play a decisive role in promoting or constraining civil liberties [20]. They
make day-to-day judgments about which content is allowed and which is removed, and intervene
in public disputes over intellectual property and controversial speech [20, 46]. How platforms
make these decisions has important consequences for the communication rights of citizens and the
shaping of our public discourse [34].

Prior research has suggested a number of different frameworks in which platforms can ground
their policy decisions, each with its own merits and challenges [32, 35, 80–82]. Each of these
frameworks emphasize different sets of normative principles, ranging from rights-based legal
approaches [32] and American civil rights law [16] to principles of social justice [35, 81, 83].
Another framework that has been proposed for platform governance is the ‘fairness, accountability,
and transparency’ (FAT) model, that has recently seen a lot of interest in the HCI community,
especially as it applies to algorithmic systems [11, 23, 35]. Although this model has faced some
critiques, such as its slowness to fully incorporate the lessons of intersectionality [41] and its
tendency to overstate the power of technology [67], we draw from this model as a starting point,
and focus on the principles of fairness and transparency in our study because this allows us to
engage with other relevant HCI literature that concerns fairness and transparency in sociotechnical
systems [27, 48, 70].

Over the past few years, social media platforms have often been criticized for how they moderate
their content. Media sources have frequently reported how platforms fail to remove disturbing
content [17, 65, 72], block content that is considered important to be circulated in the public sphere
[37, 50, 76], promote content that are related to conspiracy theories [1, 84] and show political biases
in content curation [5, 10]. Some scholars have begun to raise questions about the appropriate
limits on the private exercise of power by social media platforms [33, 81]. They have highlighted
the human rights values that must inform the evaluation of fairness in content moderation. Such
values include “freedom of expression,” “due process,” and “transparency and openness” [81]. We
add to this emerging literature by providing empirical insights into end users’ perspectives of what
they consider “fairness” in content moderation. We also study how different elements of content
moderation and the context of submissions affect users’ perspectives of fairness in moderation
decisions.

In a related line of work, some researchers have reflected on the importance of transparency in
content moderation [47, 77, 81, 82, 86]. For example, West noted that moderation systems have the
opportunity to serve an educational, rather than a punitive, role by providing moderated users an
understanding of why their content was removed [86]. We add to this research by investigating
whether the design mechanisms of community guidelines and removal explanations can serve an
educational role on Reddit. Many scholars have proposed that platforms should ground their policy
decisions in the principles of meaningful democratic accountability and transparency [31, 35, 43].
Suzor et al. have called for a range of digital platforms to issue transparency reports about how
they enforce their terms of service [81]. Although these previous studies have begun to raise
questions about transparency and explanations, there still exists a gap in our understanding of how
transparency in distributed moderation systems like Reddit affects user attitudes and behaviors.

We begin to fill this gap by focusing on explanations for content removals, an important aspect of
transparency in moderation on social media platforms.While the utility of explanations in providing
system transparency and thereby increasing user acceptance has been demonstrated in many
domains [2, 9, 53, 69, 85], some scholars have raised questions about the limits and effectiveness of
such transparency based strategies [27, 52, 70]. In the context of content moderation, explanations
are difficult to design effectively [8, 36, 39], and they require time and effort on the behalf of both
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moderators who provide them as well as users who consume them. Thus, it is unclear whether
they are effective and worth implementing. This paper examines the effectiveness of explanations
from the perspective of end-users. We focus on how users perceive such explanations, how they
feel about the lack of any explanations, and the ways in which the content, modes and sources of
explanations affect user perceptions.

3.3 Folk Theories of Sociotechnical Systems
DeVito et al. define folk theories as “intuitive, informal theories that individuals develop to explain
the outcomes, effects, or consequences of technological systems, which guide reactions to and
behavior towards said systems” [22]. In recent years, HCI and CSCW researchers have begun
exploring how users of sociotechnical systems develop folk theories about their operations and the
ways in which such folk theories affect users’ interactions with these systems [21, 22, 26, 30, 48].

DeVito et al. analyzed how Facebook users seek and integrate different information sources to
form folk theories of algorithmic social media feeds and how these folk theories interplay with
users’ self-presentation goals [21]. We discuss the need for similar efforts to understand folk theory
formations in content moderation systems.
Jhaver et al. investigated the folk theories developed by Airbnb hosts about the operation of

Airbnb search algorithm and found that hosts’ beliefs in some of these theories created anxiety
among them, often forcing them to engage in wasteful activities as part of their coping strategies
[48]. Similar to this, we found folk theories in our data that caused anxieties and frustrations among
end-users in the context of Reddit moderation. Eslami et al. studied the folk theories of Facebook
News Feed curation algorithm and concluded that implementing structured transparency or “seams”
into the design of these systems may help improve human-algorithm interaction and benefit human
agency in complex systems [26]. We add to this literature by exploring the interplay between folk
theories and transparency in the domain of content moderation. We highlight the folk theories of
content moderation that Reddit users develop in order to make sense of their content removals,
and discuss how these theories may inform governance practices.

4 METHODS
We designed a survey to directly ask users who receive different types of moderation responses
questions about their experiences (see Appendix A). We used a modified form of experience
sampling approach [75] to collect our participants’ responses right after their posts got removed
on Reddit. The survey contained 24 questions (mostly multiple choice, with a few free-response).
Our goal in this analysis was to gain a deep understanding of how variations in moderation affect
users. We study how the users perceive the feedback mechanisms (e.g., subreddit rules, comment
describing the reason for removal) that are implemented by the moderators. Most importantly, we
investigate how the users’ experiences with content removal shape their attitudes about fairness in
content moderation and future interactions on the community.

4.1 Survey Instrument
The survey questions were based on the tension points around content moderation that have
surfaced in prior work [29, 44, 47, 58, 59] and workshop discussions [4, 7, 60]. To increase the
validity of the survey, we conducted an in-person cognitive pretest of the survey with four students
at the authors’ institution. These students were not involved with the project and they provided
feedback on wording of the questions and survey flow, which we incorporated into the final survey
design. We also piloted the survey with a small subset of the sample (28 participants). During this
field test, we included this question in the survey: “Q - This survey is currently in pilot stage. Do
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you have any suggestions for how we can improve this survey?” These survey pretests resulted in
several rounds of iteration before our questionnaire reached the desired quality.
The questions in this survey measured the attitudes and perceptions of users concerning posts

they made that had recently been removed on Reddit. We asked users how they perceived the
fairness of the post removal. Our questions captured users’ awareness and impression of different
features of Reddit moderation system such as subreddit rules and removal explanations. We also
included open-ended feedback questions in this survey to understand the relative frequency of
key satisfactions and frustrations with moderation systems. These questions asked users: “Please
explain how you felt about the removal” and “Is there anything else you’d like to tell us about your
view of this removal?”

Our questionnaire used skip logic, i.e., we asked a different set of questions to different respon-
dents based on their answers to previous questions. For example, we first asked users whether
they noticed any rules on the subreddit they posted to. Only if the participant answered ‘yes’ to
this question did we ask them follow-up questions about whether they read the rules and whether
the rules were clear. This was done so as to remove questions that may be irrelevant for some
respondents and reduce the time they needed to complete the survey. We used Google Forms to
implement this survey.

Following the guidelines described inMüller et al. [64], we took several steps to avoid the common
questionnaire biases in designing our survey instrument. For example, to minimize satisficing
bias, we avoided questions that required an excessive amount of cognitive exertion. To minimize
social desirability bias, we allowed participants to respond anonymously [42]. However, we asked
participants to submit their Reddit username so that we could later merge survey responses for each
participant with their behavioral data obtained using the Reddit API via the username identifier. To
minimize question order biases, we ordered questions in a funnel approach, i.e., from broad to more
specific. Earlier questions were easier to answer and were more directly related to the topic of the
survey whereas sensitive questions (e.g., about education levels and age) were placed towards the
end of the survey so as to build rapport and avoid early drop-off [25]. We grouped related questions
together to reduce context switching, and we presented distinct sections on separate pages of the
survey for easier cognitive processing. Furthermore, we avoided including broad questions, leading
questions and double-barreled questions in this survey [64].
We took several steps to discourage disruption from those who might seek to manipulate the

data. First, we recruited our participants through private messages instead of publicizing the link
to our survey webpage on public forums. Second, we made most questions “required” so that the
survey could not be completed until a response was submitted for each question. Third, following
the method implemented by West [86], we adopted a page-by-page design so that users had to click
through multiple pages of content in order to complete the survey. We also asked participants to
describe in their own words how they perceived the content removal. Although dedicated actors
may still manipulate the data, these measures were intended to act as disincentives to providing
falsified data in large quantities.

This research was approved by the Georgia Tech Institutional Review Board (IRB). Subjects were
not compensated for their participation.

4.2 Data Collection
Our sampling frame consisted of all Reddit users whose recent post(s) was removed. To minimize
selection bias, we used a random sampling approach to select participants: we randomly drew the
sample from users in our sampling frame and invited every user in the sample in the same way [64].
Our strategy for determining when to contact users in this sample was motivated by two goals:
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Sample recent 
Reddit posts

PRAW API

Posted within 
past 12 hours?

…

Wait for 
3 hours

If yes Check removal 
status

Invite Poster to 
Participate

If removed

Fig. 1. Flowchart depicting the data collection process. We created a Python script to automate this process.

(1) Enough time should have passed after a submission is posted for human moderators to
review and in some cases remove that submission or allow moderators to reverse the removal
decisions incorrectly made by automated tools.

(2) Submission should be posted recently so that the submitter would easily recall the circum-
stances around the posting and provide appropriate responses to the questions asked in the
survey.

Achieving both of these goals required attaining a balance between sending the survey request
soon enough so that the users would have a sufficient recall of their submission but not so soon
that moderators haven’t had enough time to review that submission. For the purpose of this survey,
we configured our data collection such that at least three hours elapsed after the time of submission
so that the moderators had enough time to review it. At the same time, we only collected data
against submissions that were posted less than 12 hours ago. This selection of time bounds for
contacting participants was not based on any empirical tests but it was based on our experiences
as Reddit moderators on a variety of subreddits over the past four years. Subreddits usually have
multiple moderators, often located in different time zones, and they review submissions much more
promptly than they review comments in order to avoid community engagement with submissions
that are subsequently removed.
We began by collecting a random sample of 10,000 (allowed as well as removed) submissions

recently made on Reddit using PRAW Reddit API6. This API does not provide a facility to directly
retrieve 10,000 random submissions across all subreddits. Therefore, to collect our data, we started
with randomly sampling a subreddit and then retrieved the most recently posted submission on
this subreddit. We stored this submission if it was posted in the past 12 hours. Next, we repeated
this process until we got 10,000 random submissions posted in the past 12 hours (Figure 1).
After we retrieved the 10,000 submissions in the previous stage, we waited for three hours so

that the moderators had sufficient time to review and moderate those submissions. At the end of
this waiting period, we tested the removal status of the collected submissions, again using PRAW
Reddit API. Next, we retrieved the authors of submissions that were removed and sent them a
customized invitation message to participate in the survey, with each message containing the link
to the corresponding user’s removed submission. We created a Python script to automate this entire
process, which included using Reddit API to send out a customized survey invitation to moderated
users through a Reddit private message. Using this script allowed us to ensure that the messages
were promptly sent to all the participants.

Because we randomly sampled subreddits in this process, regardless of their popularity or
subscriber size, our sampling strategy allowed us to have a broad coverage of subreddits in our
sample. It was important for us to have this diversity of communities and to not have our data
representing only a few, large subreddits because we wanted to measure users’ responses to a
wide range of moderation practices in our survey (Appendix A). Yet, since we selected only those

6https://praw.readthedocs.io/en/latest/
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posts that were submitted in the past 12 hours, our sampling favored subreddits that were at least
somewhat active.
We repeated this process for seven days at which point we got the target number of responses

to our survey. 8.2% of all users we contacted submitted our survey. We considered this to be a
suprisingly high response rate given that we sent our survey requests through online private
messages. We attribute this high response rate to the customized private messages we sent using
our Python script. Many of our invitees replied back to our invitation message with clarifying
questions about the survey. We answered such questions as often as we could, and we believe, this
also helped boost the survey response rate. We ensured that we did not send invitation message
to any user more than once. Furthermore, we initiated our Python script for data collection at
different times of the day everyday so that users posting at different times and in different time
zones could be selected.

4.3 Data Preparation
After the data collection was completed, we proceeded with data preparation and cleaning. First, we
removed all duplicate responses by looking for multiple entries that contained the same username.
As mentioned before, our data collection was configured such that each user was sent only one
invitation to respond to the survey. Therefore, our records contained a unique subreddit for each
user where the post removal occurred. Our survey asked respondents to type in the name of the
subreddit that their removed submission was posted to. This was an attention check question.
We manually matched the answer posted to this question against our records to verify that the
participant was responding about the removed submission we had on our records, and removed all
survey responses where a mismatch occurred.
We read all responses to the open-ended questions in this survey and manually removed the

obvious garbage answers such as “abcd.” We also examined other answers from the same respondent
to determine whether all answers from that respondent warrant removal [64]. It is, of course,
possible that some participants were not truthful about their experiences of content removals. We
acknowledge, however, that response bias is inherent in any self-report dataset obtained, and our
results should be interpreted with this in mind.

4.4 Participants
In total, 1,054 users clicked through the consent form and submitted the survey. We filtered out
inappropriate survey responses using the data cleaning process described in the last subsection.
Our final sample consisted of 907 responses. Participants came from 81 different countries, although
there was a heavy skew toward North America. The four countries with the most respondents
were the U.S. (61%), Canada (7%), U.K. (5%), and Australia (3%). Seven respondents elected not to
provide their place of origin. A majority of the participants were male (81%) and under 25 years old
(55%). Comprehensive demographic information is reported in Table 1.

We used the Reddit API to get additional information about our participants related to their
activity level on Reddit. Participants had a median of 3,412 karma points (µ = 45K, σ = 421K). Their
account age had a median of 436.6 days (µ = 804.93, σ = 496.6). Participants had posted a median of
35 submissions on Reddit (µ = 258.06, σ = 1195.7).

4.5 Variables
The survey asked respondents about their agreement with the statements (1) “I think that the
removal was fair” on a five-point Likert scale (1=Strongly Disagree, 5=Strongly Agree), and (2) “How
likely are you to post again on this subreddit after this experience?” also on a five-point Likert scale
(1=Very Unlikely, 5=Very Likely). We used the answers to these questions as dependent variables
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Table 1. Participant demographics (N = 907). Note that the percentage of each factor does not always sum to
100% because of rounding. A majority of participants were from North America. The most frequent age group
was 18-24. 81% of participants identified as male.

Factor Category % (N)

Country

United States 61% (554)
Canada 7% (68)
United Kingdom 5% (46)
Australia 3% (31)
India 2% (14)
Other 21% (187)
Prefer not to Answer 0.8% (7)

Age

18-24 55% (502)
25-34 23% (210)
35-44 11% (100)
45-54 5% (45)
55-64 1% (10)
>65 0.3% (3)
Prefer not to Answer 4% (37)

Education

Less than High School 15% (133)
High School 18% (160)
Some College, No Degree 20% (185)
Bachelor’s Degree 22% (200)
Master’s Degree 9% (81)
Associate degree 6% (57)
Doctorate Degree 2% (18)
Prefer not to Answer 8% (73)

Gender

Male 81% (738)
Female 13% (121)
Another Gender 1% (14)
Prefer not to Answer 4% (34)

in each of our regression analyses (Table 2). We refer to these variables as Fairness and PostAgain,
respectively through the rest of this paper. We note here that the variable PostAgain measures
our participants’ perception of their likelihood of future posting, and not whether they actually
posted again on the subreddit. While analyzing the actual future behavior of moderated users is
an important research direction, and we pursue that direction in [45] with a larger dataset, the
current work focuses on understanding users’ attitudes. Therefore, using the PostAgain dependent
variable, we seek to explore users’ beliefs about their future posting just after they experience
content moderation.
For each user, we gathered features that we hypothesized would be related to our dependent

variables. These features can broadly be categorized into three different buckets: (1) Posting context,
(2) Community guidelines, and (3) Removal explanations. Table 2 shows the list of variables we
included in our models.
We included the following features that related to the context of the posting as independent

variables in our analyses: (a) The amount of time spent in creating submission, (b) whether the
participant suspected the post would be removed before submission, and (c) whether the participant
noticed the post removal before starting the survey. Through these variables, we wanted to test
whether the amount of time users spend in composing their posts has an effect on their attitudes
about content removals. We were curious to see whether the participants who did not expect a post
removal before submission have different reactions to content removals than users who suspected a
removal. Finally, we wanted to analyze whether the users who were not notified about the removal
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Table 2. Control variables (including demographic and prior history variables), independent variables (in-
cluding post context, community guidelines and removal explanations variables), and dependent variables
included in our regression analyses.

Control Variables Independent Variables Dependent Variables
Demographics Posting Context (1) Fairness
(1) Age (1) Time spent in creating submission (2) PostAgain
(2) Education (2) Suspecting removal before posting
(3) Gender (3) Noticing post removal

Prior History Community Guidelines
(1) Reddit karma (1) Reading the rules
(2) Time on Reddit (in days) (2) Understanding the rules
(3) Number of submissions
posted on Reddit

Removal Explanations
(1) Explanation providing new information
(2) Explanation mode
(3) Explanation source

of their post and only came to know about it through our survey request have different reactions to
content moderation than users who were notified about the removal. We test for these associations
in our regression analyses.

In the context of community guidelines, we used responses to two questions on a Likert scale as
our independent variables: (a) “I read the rules of the subreddit before posting,” and (b) “The rules
on this subreddit are clear.” Limited prior research shows that highlighting the rules has an effect
on improved user behavior [59]. We wanted to test whether reading the rules has an association
with participants’ attitudes as well. We also sought to study whether the clarity of rules improves
users’ perceptions.

As we discussed in Section 2, on Reddit, moderators can provide explanations for post removals in
a variety of ways. They can comment on the removed post, flair the post, or send a private message
to the poster. Moderators can either compose these messages themselves or they can configure
automated moderated tools to automatically send explanations whenever a submission matches
a known pattern. Given this context, we wanted to test these factors for their associations with
our dependent variables: (a) Whether the explanation provided new information to the participant,
(b) Source of explanation (‘human’, ‘bot’ or ‘unsure’) and (c) Mode of explanation (‘comment to
submission’, ‘private message’ or ‘flair’). Testing for these associations allowed us to explore how
the ways of providing explanations and the novelty of information in explanations affect users’
attitudes.

We selected these independent variables because they were open to direct interpretation and we
wanted to test their relationships with attitudes about fairness in moderation and future postings.
Our selection of these variables as factors of interest was based on intuitions developed through
serving as moderators and content contributors on many Reddit communities over the past four
years.We note that our analytic approach is designed to be primarily exploratory, as these constructs
have not yet been examined in literature.
In each of our models, in keeping with prior literature on perceptions of social media users

[73, 74], we used the participants’ demographic characteristics (age, education level, and gender)
and prior history on Reddit (as measured by their karma score, number of days since they created
their account, and number of submissions on Reddit) as control variables (Table 2). We treated
gender as a nominal variable, and age and education as ordinal variables in our regression analyses.
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Further, we treated all the ‘Prefer not to Answer’ entries as missing values in our models. We
note although the control and independent variables discussed above capture many important
factors that may mediate user reactions to content removals, there are other factors related to user
demographics (e.g., race) and subreddits (e.g., topic) that we do not control for in our analyses.
Therefore, we see our models as reasonable simplifications of the Reddit sociotechnical system.

4.6 Data Analysis
We used linear regression models for their easy of interpretability after checking for the underlying
assumptions. We created separate regression models for evaluating the effects of posting context
variables, community guidelines variables and removal explanations variables (Table 2) on our
dependent variables. We built separate models because given the skip-logic nature of our question-
naire, only certain subsets of participants had responses to some lines of questions (Appendix A).
In addition to these analyses, we also conducted separate tests to understand the associations of
noticing community guidelines and receiving removal explanations with our dependent variables.
When building each regression model, we performed listwise deletions of the cases where any of
the input variable value was missing.
For the open-ended questions, we iteratively developed a set of codes based on an inductive

analysis approach [79]. We coded for these questions together because each question had responses
that pertained to themes about perceptions of content moderation. This process resulted in a
codebook with ten codes (Table 7). The first and second authors coded all open-ended responses
side-by-side in order to iterate on the codes and to double-check the results. All disagreements
between the two coders were resolved through discussions.

5 QUANTITATIVE FINDINGS
We first calculated the descriptive statistics for the dependent variables Fairness and PostAgain.
Overall, we found that 10.3% of all participants strongly agree and 13.6% agree that the removal
was fair whereas 33% of participants strongly disagree and 26.9% disagree that the removal was
fair. 16.3% of participants felt “neutral” about the fairness of moderation (Figure 2). We also found
that 19.7% of all participants considered it very likely and 23.3% considered it likely that they will
post again on the subreddit where their submission was removed while 13.3% of participants felt it
very unlikely and 21.1% considered it unlikely that they will post again. 22.6% of participants felt
“neutral” about this factor (Figure 2).

In the rest of this section, we explore how these attitudes are linked to different aspects of user
experience on Reddit such as posting context, submission guidelines, and removal explanations.

5.1 Posting Context
To identify how posting context is associated with our dependent variables, we conducted a
linear regression for each of the two dependent variables. We used posting context variables as
independent variables in these analyses. Table 3 shows the results of these regressions. Our baseline
models, that used only the control variables (n=738), explain only 0.6% (adj. R2 = .006) and 0.8% (adj.
R2 = .008) of variance in Fairness and PostAgain respectively (Table 4). Adding the posting context
variables (n=738) increases the adjusted R2 values to .219 and .033 respectively.

We asked participants how much time they spent in creating their submission. Our survey data
show that 31% of participants took less than a minute and only 8% of participants spent more
than 10 minutes to create their submissions (Figure 3). As Table 3 shows, time spent in creating
submissions is significantly related to both Fairness and PostAgain even after controlling for other
factors. Results indicate that as time spent increases, participants are less likely to consider the
removal as fair (β = -.118) and less likely to consider posting in the future (β = -.136). One possible
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Fig. 2. Frequency of participants’ responses to various survey questions, measured in percentage.

Table 3. Regression analyses for (1) whether users perceive the removal as fair (Fairness) and (2) whether
users are likely to post again on the corresponding subreddit (PostAgain). This model includes posting context
variables as independent variables in addition to the control variables as inputs.

Fairness PostAgain
B SE β p B SE β p

Intercept 1.857 0.219 .000 3.606 .240 .000

Control
Variables

Age -0.039 .052 -.029 .451 -.016 .057 -.012 .780
Education -0.041 .030 -.052 .169 .005 .033 .007 .867

Gender 0.165 .130 .043 .204 -.252 .142 -.066 .076
Reddit Karma 1.3E-8 .000 .004 .921 -6.2E-9 .000 -.002 .965

Reddit Age 0 .000 .073 .041 4.5E-5 .000 .031 .431
Submission Count 2.5E-5 .000 .021 .630 8.3E-5 .000 .071 .140

Posting Context
Variables

Post Creation Time -0.18 .050 -.118 .000 -.203 .055 -.136 .000
Noticed removal 0.362 .045 .265 .000 .051 .049 .038 .297

Expected removal 0.396 .039 .334 .000 .096 .043 .083 .025

Proceedings of the ACM on Human-Computer Interaction, Vol. 3, No. CSCW, Article 192. Publication date: November 2019.



Understanding User Reactions to Content Removals on Reddit 192:15

Fig. 3. Time spent in creating submissions that were subsequently removed, as reported by participants.

explanation for this is that users who spend more time crafting their post are more invested in
their post, and therefore, they feel more aggrieved at the removal, and less motivated to post again.
Next, we explored how often the users even notice it when the content they post on Reddit

is removed. To our surprise, 41.8% of our respondents (n=379) reported they did not notice that
their post was removed until they received our invitation message to participate in the survey.
We received dozens of replies to our invitation messages where users expressed surprise about
their post removals. Many users we contacted also complained about not receiving any notification
about the removals. Our regression analyses (Table 3) show that when participants notice their
removal, they are more likely to consider the removal as fair (β = .265). This suggests that when
users become aware of their post removals, perhaps through communication by the moderation
team, they are more likely to consider the moderation of their post as fair than when they are
not made aware. Noticing removals, however, did not have any statistically significant effect on
whether participants consider it likely they will post in the future.

We also asked in our survey whether users suspected that their submission would be removed
before they posted it on Reddit. Our results showed that 73.2% of participants “disagree” or “strongly
disagree” that they suspected a post removal whereas only 13.1% of participants “agree” or “strongly
agree” that they expected a removal (Figure 2). Our regression analyses (Table 3) suggest that
suspicion of post removals before submission is positively associated with Fairness (β = .334) as
well as PostAgain (β = .083). This indicates that users who expect a removal prior to posting their
submissions are more likely to consider the removal as fair and less likely to be deterred from
future posting by the moderation process.

5.2 Community Guidelines
As we discussed in Section 2, on each Reddit community, moderators can provide community
members with explicitly stated guidelines called subreddit rules. These rules appear in the sidebar
of each subreddit and they describe the injunctive norms7 of the community. They are one of
the key design elements on Reddit for allowing community managers to encourage voluntary
compliance with behavior norms. Kiesler et al. suggest that when social norms are clearly stated
through explicit rules rather than being left for users to reasonably infer for themselves, users
are more likely to comply with those norms over a variety of situations [51]. However, not all

7Injunctive norms are norms that set behavioral expectations by prescribing acceptable community practices [15].
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Table 4. Summary of regression analyses for (1) whether users will perceive removal as fair (Fairness) and (2)
whether users consider it likely that they will post again on the subreddit (PostAgain). Asterisk levels denote
p<0.05, p<0.01, and p<0.001.

Fairness PostAgain
Model factors Adj. R2 F Adj. R2 F

Baseline .006 1.755 (6, 732) .008 2.007 (6, 732)
Baseline + Posting context .219 24.06 (9, 729) *** .033 3.842 (9, 729) ***

Baseline + Community guidelines .124 10.307 (8, 518) *** .055 4.852 (8, 518) ***
Baseline + Removal explanations .044 2.459 (9, 296) ** .000 .989 (9, 296)

Baseline + Posting context +
Community guidelines .298 21.305 (11, 515) *** .067 4.451 (11, 515) ***

Baseline + Posting context +
Community guidelines + Rem.

explanations
.324 8.279 (14, 212) *** .123 3.262 (12, 212) ***

subreddits choose to create and display community guidelines. In a recent analysis of a sample of
Reddit communities, Fiesler et al. found that only half of the communities had explicit rules [29].
We analyzed how users’ attention to the presence of these rules in a community affect their

attitudes. First, our results show that 71% of participants (n=644) claimed that the subreddit they
posted to contained rules in its sidebar, 6.1% (n=55) said there were no rules, and 22.9% (n=208)
were unsure. We built a regression model for Fairness (n = 738) using the independent variable
containsRules (this measures whether the participants noticed the rules) and adding the six control
variables (listed in Table 2). This model showed that noticing the rules was positively associated
with perception of the removal as fair (β = .068, p < .05). However, a regression model for PostAgain
using containsRules as an independent variable and including the control variables (n = 738) did
not find a significant association for containsRules (β = .033, p = .432).

A significant association between containsRules and Fairness highlights that making rules more
prominent may improve users’ attitude towards online communities. Thus, creating injunctive
norms for the community and nudging users to attend to them is a valuable and underused [29]
moderation strategy that more community moderators should consider adopting.

We asked the participants who noticed the subreddit rules (n=644) two additional questions: (1)
whether they read the rules just before posting and (2) whether they perceived the rules of the
subreddit to be clear. Results showed that of all the participants who noticed the rules, 66.9% of
participants (n=431) “agree” or “strongly agree” and 24.4% (n=157) “disagree” or “strongly disagree”
that they read the rules. Moreover, 66.8% of participants (n=430) “agree” or “strongly agree” and
13.3% (n=86) “disagree” or “strongly disagree” that the rules are clear (Figure 2).

In order to examine the relationships between users’ interaction with community guidelines
and their perceptions of content moderation, we created linear regression models for Fairness and
PostAgain, including the degree to which the user perceived the rules to be clear and read the rules,
as independent variables, and accounting for the control variables (n=526). These models were
built using only the responses from the participants who agreed that they had noticed the rules in
the subreddit sidebar, and were therefore shown additional questions that pertained to the rules.
Each of these models explained a significant amount of variance and had adjusted R2 value of .124
(for Fairness) and .055 (for PostAgain), a notable improvement over the baseline models (Table 4).

Our results (Table 5) show that reading the rules was significantly associated with Fairness even
after controlling for demographic and prior Reddit history variables. As shown in Table 5, when
users read the rules, they are less likely to consider the removal as fair (β = -.314). This is surprising
as one would expect that reading the rules would help users understand the expectations of the
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Table 5. Regression analyses for (1) whether users perceive the removal as fair (Fairness) and (2) whether
users are likely to post again on the corresponding subreddit (PostAgain). This model includes community
guidelines variables as independent variables in addition to the control variables as inputs.

Fairness PostAgain
B SE β p B SE β p

Intercept 2.81 0.32 .000 2.744 0.317 .000

Control
Variables

Age -.056 .066 -.040 .403 .029 .066 .021 .664
Education -.072 .038 -.087 .061 -.036 .038 -.046 .342

Gender .162 .164 .041 .324 -.23 .163 -.062 .159
Reddit Karma -1.3E-7 .000 -.049 .357 -8.2E-8 .000 -.032 .558

Reddit Age .000 .000 .081 .068 -1.9E-5 .000 -.013 .770
Submission Count 7.0E-5 .000 .064 .231 .000 .000 .131 .020

Community Guidelines
Variables

Read Rules -.308 .041 -.314 .000 -.063 .040 -.067 .119
Rules are Clear .222 .054 .170 .000 .278 .053 .223 .000

community and improve the perceived legitimacy of content removals. However, as we will discuss
in Section 6, users sometimes have difficulties complying with the subreddit rules because they are
too difficult to follow or subjective. Moreover, some users complain that their posts get removed
despite compliance with the community guidelines. We did not find a significant relationship
between reading the rules and PostAgain after accounting for control variables.

We also found that when users perceive the rules to be clear, they are more likely to consider the
removal as fair (β = .170) and more likely to consider posting in the future (β = .223) (see Table 5).
This indicates that clarity of rules has positive association with user attitudes.

In sum, these findings suggest that composing clearly written community guidelines can render
the content removals more palatable to the users and motivate them to continue posting despite
the current removal.

5.3 Removal Explanations
We examined how different aspects of removal explanations affect users’ attitudes about content
removals and future postings. Our results show that in 39.7% of cases (n=360), participants claimed
that they were provided an explanation for their removal by the moderation team.
We built a regression model for Fairness (n = 738) using the independent variable receivedEx-

planation (this binary variable measures whether the participants received an explanation for
post removal) and adding the six control variables (Table 2). This model showed that receiving an
explanation was positively associated with perception of the removal as fair (β = .384, p < .001).
Similarly, a regression model for PostAgain using receivedExplanation as an independent variable
and including the control variables (n = 738) found that when participants receive an explanation,
they are more likely to consider posting again in the future (β = .088, p < .05). These results suggest
that explanations can be a useful mechanism to gain trust with the users.

We asked users who had received explanations (n=360) additional questions about the explana-
tions, and analyzed the relationships between different aspects of explanations and user attitudes.
Our results show that 64.2% (n=231) of these participants answered ‘yes’ to the question of whether
the explanation provided them any new information, and the rest answered ‘no’.
Next, we found that 57.8% of participants (n=208) received a removal explanation through a

comment to their removed submission, 36.1% (n=130) received a private message explaining why
their post was removed, and 6.1% of participants (n=22) had their submissions flaired with a
short text that explained the post removal. Our results also showed that 20% of our participants
who received explanations (n=72) felt that their removal explanation was provided by a human
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Table 6. Regression analyses for (1) whether users perceive the removal as fair (Fairness) and (2) whether
users consider it likely that they will post again on the subreddit (PostAgain). This model includes removal
explanation variables as independent variables in addition to the control variables as inputs.

Fairness PostAgain
B SE β p B SE β p

Intercept 2.895 .379 .000 3.332 .382 .000

Control
Variables

Age -0.076 .096 -.053 .433 .077 .097 .054 .431
Education -0.095 .054 -.116 .077 .066 .054 .081 .227

Gender 0.299 .225 .078 .185 -.143 .227 -.038 .530
Reddit Karma -2.3E-9 .000 .000 .998 5.9E-7 .000 .047 .524

Reddit age .000 .000 .174 .005 2.2E-5 .000 .014 .823
Submission Count 4.7E-5 .000 .040 .588 4.5E-5 .000 .038 .609

Removal Explanation
Variables

Explanation Provides
New Information 0.286 .081 .200 .000 .051 .082 .036 .535
Explanation mode 0.008 .084 .005 .925 -.089 .085 -.063 .295
Explanation source -0.045 .111 -.023 .683 -.054 .112 -.028 .627

moderator, 50.6% of participants (n=182) felt that a bot provided explanation, and the rest (n=106)
were unsure.

In order to examine relationships between different aspects of removal explanations and users’
perceptions of moderation, we created regression models that included the mode of explanation
(‘comment’, ‘flair’ or ‘private message’), source of explanation (‘human’, ‘bot’, or ‘unknown’), and
whether the user perceived the explanation as informative, as independent variables (n=305). These
models were built using only the responses from the participants who agreed that they were
provided an explanation about the post removal, and were therefore shown additional questions
related to explanations. As in earlier models, we used Fairness and PostAgain as dependent variables
and demographic and prior Reddit history variables as control variables. Table 6 shows the results
of these analyses.

Results show that the only explanation factor that explained a significant amount of variance in
the perception of removal as fair was considering the explanation as informative (Table 6). When
users feel that explanations provide them information that is novel, they are more likely to perceive
the removal as fair (β = .200). This is possibly indicative of cases where users mistakenly violate a
rule or a community norm they weren’t aware of when submitting a post and realize their mistake
when receiving explanations. However, perceiving the explanation as informative did not have a
significant association with PostAgain.
Neither the explanation mode nor the explanation source had a significant relationship with

either Fairness or PostAgain (Table 6). Thus, the mode of explanation does not appear to be important
to the users. Moreover, whether a human moderator or an automated tool provides the removal
explanation does not seem to matter to the users. Through our experiences as Reddit moderators,
we know that moderators often use pre-configured removal explanations in order to expedite
moderation tasks. Thus, the text outputs for both human and automated explanations on many
communities look quite general and not specific to the submission at hand. This may be the reason
why the users seem to have similar responses to both human and bot explanations.

Comparing the different regression models (Table 4), we found that adding either posting context
variables or community guidelines variables to the baseline (that includes only the control variables)
increases the adjusted R2 values by substantial amounts for both Fairness and PostAgain. However,
adding removal explanations does not contribute as much increase in adjusted R2 value for Fairness,
and in fact, the value for PostAgain reduces over the baseline model. Combining different sets of
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Table 7. Kinds of responses mentioned by participants (N=849). Total adds up to more than 100% since many
participant responses fit into more than one category.

Theme Frequency
Lack of clarity about why post was removed 36.9%

Frustration at post removal 28.7%
Perception of moderation as unjust 28.5%

Acceptance of removal as appropriate 18.3%
Frustration at (lack of) communication about post removal 15.7%

Indifference to post removal 12.0%
Difficulties complying with the rules 11.9%

Difficulties with use of automated moderation tools 3.9%
Greater understanding of how to post successfully 3.2%

Satisfaction of removed post receiving many responses 2.5%

variables, we found that the best-fitting models for Fairness (adjusted R2 = .324) and PostAgain

(adjusted R2 = .123) were generated by including all the input variables (Table 4).

6 QUALITATIVE FINDINGS
In this section, we report the results of qualitative analysis of open-ended responses to our survey.
These results add nuances to the findings presented above in Section 5. Our participants revealed
often negative yet complex attitudes towards content moderation. Table 7 summarizes the 849
responses to the open-ended questions about perceptions of content moderation in the survey. We
note that the total percentages add up to more than 100% since at times there were overlapping
themes that emerged from user statements, and we classified such statements into more than one
category.

For the remainder of this section, we use excerpts of quotes from respondents to show represen-
tative examples of emergent themes from each coded category in Table 7.

6.1 Frustration and Lack of Clarity about the Post Removal
28.7% of respondents felt frustrated at the post removals. A recurring theme among the responses
of these participants is that they felt their efforts at content creation were “not appreciated” on the
subreddit they posted to. Many of these participants mentioned being “embarrassed” by the removal
while others reported feeling dejected and demotivated from engaging with the community. In
line with the relationship we found between time spent in creating submission and users’ attitudes
through quantitative analysis (Section 5.1), participants’ open-ended responses reflect that those
who had spent considerable time and effort creating a submission felt particularly annoyed about
the removals. For example, Participant P893 wrote:

“I was confused and angry. It was a good post that I spent half an hour making and there

was nothing against reddit’s (or the subreddit’s) rules! There was no reason to remove the

post and honestly, I’m quite furious.”

Participant P254, who stated that she is autistic, and posted on the r/disability subreddit, wrote:
“I am autistic and it takes significant effort for me to write up things to communicate

effectively and in a way that will be received well. I feel sad that my effort in making that

post was for nothing and that no one will see it and no one will reply with any help or

advice.”

36.9% of respondents wrote about the lack of clarity in their post removals. A frequent complaint
among these respondents was “I have no idea what I did wrong.” 64 participants mentioned feeling
“confused” about the removal. Many participants argued that they had seen posts similar to their
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own removed post appear on the subreddit before, so they felt “non-plussed” why their post was
targeted for removal. Some respondents pointed out that they were cautious in ensuring that they
adhered to all the community guidelines, and yet, their post was removed. Such removals left users
uncertain of how they can make successful submissions. For instance, Participant P779 wrote:

“I read the rules and my submission was within the guidelines, so I have no idea why it

was removed and I’m a little annoyed about it.”

3.9% of respondents complained that their post was mistakenly removed by an automated
moderation tool. Some of these participant expressed frustrations about the excessive reliance of
moderators on automated tools that often make mistakes.

“Mods rely on bots too much. Sometimes there is no human to see why it was removed.” -

P55

Content moderation is usually focused on the goal of curating the best possible content. However,
given the large proportions of content removals [45] and the frustrations of a majority of moderated
users as discussed above, community managers must consider how to assuage the users’ frustrations
that are linked to post removals.

6.2 Perception of Moderation as Unjust
28.5% of participants noted that the moderation was unjust. Some of these users felt that they
are unfairly censored despite their adherence to the community guidelines because their posting
history indicated an unpopular political affiliation. For example, one participant wrote:

“I used to argue with mods but since I participate in some edgy subreddits, lots of mods

don’t like me and will ignore me, even though I am not rude and my post follows the rules.”

- P594

Many participants whose politically charged submissions were removed without notification
created their own folk theories about why the removal occurred. Some users felt that the moderators
on the subreddit they posted to were politically biased. Others worried that influential online
communities often promote a particular worldview and that all the “dissenting voices” are removed.
These participants often complained about their inability to exercise their “freedom of speech”
and they felt they were being silenced. Some of these participants held that a small number of
moderators, who are not elected by the community, had too much power over what gets seen by a
large number of users. For example, Participant P23, who did not receive any removal notification,
wrote:

“It’s completely unfair. I didn’t break the rules and just got punished for disagreeing with

the mods’ personal opinions.”

We found that 2.5% of participants justified the validity of their posts by pointing to the positive
community response their posts received. They argued that the post removal was unwarranted
because other users in the community interacted with the post in a supportive way but the
moderators still decided to remove the post. For instance, Participant P815 wrote:

“Considering my post had almost 250 upvotes with 99% [up-votes to down-votes] ratio, I’d

say everyone in the community enjoyed it and it shouldn’t have been removed.”

A few of the participants revealed bigoted generalizations and conspiracy theories about how
content moderation happens. For example, one participant wrote:

“Criticism of Jews is generally forbidden on Reddit for some reason. It’s weird how we

can question the teachings of Jesus and the Moon landing and the shape of the Earth, but

we must never question the Jew.” - P138
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In sum, many users have folk theories of content moderation being shaped by partisan commu-
nity managers. To what extent these folk theories are accurate and reflect the existing biases of
moderators is an interesting empirical question that warrants further research.

6.3 Acceptance of Removal as Appropriate
18.3% of respondents indicated an acceptance of their post removal as appropriate. Participants
accepted the removal of their posts for a variety of different reasons. Many of these users acknowl-
edged that they had not read the subreddit rules, and they felt that their post removal was valid
because they inadvertently violated a subreddit rule. Some of these users expressed regret about
not attending more carefully to the community guidelines. For example, Participant P736, who
received a private message from the moderators explaining why his post was removed, said:

“I felt bad that I had not read the rules and posted inappropriately.”

3.2% of participants mentioned that the content removal helped them become more aware of the
social norms of the community and provided them an understanding of how to post successfully in
the future. For example, Participant P151 wrote:

“I will no longer post images to that subreddit now that I know not to.”

Some individuals explicitly described themselves as “a troll” and they expected that their content
would be removed. These users found value in having their blatantly offensive posts be viewed
by the community before it is taken down by the moderators. For example, Participant P857
characterized his own post as “disgusting” and he hoped that the post would generate “confused
and funny reactions before it was removed.” In a similar vein, Participant P375 wrote:

“I frequently participate in so called “shitposting” i.e I post content with little to no purpose

or meaning behind it. The reasoning behind this is primarily for personal entertainment.”

Another group of users who accepted the removal as appropriate were those who suspected
that their post would be removed but they submitted their posts anyway in order to show their
group alignments. For example, one participant pointed out that he continues to post inappropriate
content on the r/Patriots subreddit, an online community for supporters of the Patriots, an American
football team, despite repeated removals because he hates that team. In a similar vein, Participant
P90 described his behavior as motivated by a need to prosletyze, and did not feel bothered by the
removals of his posts:

“Expected, but even if only one person repents, I feel I did what I wanted.”

Thus, participants who accepted the removals as fair include those who realize their mistakes
and show an inclination to improve in the future as well as those who have a need to vent on Reddit
and did not feel bothered by removals.

6.4 Communications about Post Removals
15.7% of respondents complained about the communication, or more frequently, a lack of commu-
nication from the moderation team about the post removal. One common sentiment was people
reporting frustration about the silent removal of their posts. This reflects the relationship between
users not noticing the post removal and perceiving removal as unfair that we found through our
statistical analysis (Section 5.1). These users often felt cheated upon when they realized that their
post was no longer available on the site. For example, Participant P85 wrote:

“Whatever I did wrong, the mods should have told me up front. I feel left out of the loop. I

probably won’t post anything there until I can find out exactly what the problem was.”

Many participants pointed out that they felt frustrated at not receiving any explanations for why
their content was removed. This is in line with our findings from Section 5.3 that users who do not

Proceedings of the ACM on Human-Computer Interaction, Vol. 3, No. CSCW, Article 192. Publication date: November 2019.



192:22 Jhaver et al.

receive removal explanations are significantly more likely to perceive the removal as unfair. Some
users reported being more indignant at the lack of transparency about the moderation process
rather than at the removal itself. For example, Participant P838 wrote:

“The removal is ok, doesn’t bother me, but it’s not ok that I didn’t get informed.”

A few participants reported dissatisfaction with their interactions with the moderation team
about the content removals. Some noted that even after they corresponded with the moderators,
they could not understand why their post was removed. For example, Participant P737 wrote:

“I sent a polite and thoughtful private message to the mods asking how I could repost or

avoid the problem in the future and was given a one sentence response... Also, the reply

did not help me understand the mods’ issue with my post.”

6.5 Difficulties Complying with the Rules
11.9% of respondents mentioned that they had difficulties complying with the community guidelines.
Reddit is a decentralized platform and every Reddit community has its own set of posting guidelines,
moderators and social norms. Some respondents who engaged in multiple communities found it
tiresome to keep track of and comply with the posting guidelines for each new community they
post on. For example, one participant wrote:

“I rarely post, in part because each subreddit has a long list of rules and I’m always

concerned that I’ll miss something, like I did this time. In too much of a hurry? Skimmed

the list of rules too quickly? Rules can be difficult to locate when on mobile...There are 2

millions subreddits each with their own list of rules about what you’re allowed to say...I

just can’t be bothered with it anymore.” – P902

Some participants did not understand the reasoning behind why certain rules were put in place
on the subreddit. For instance, one participant expressed surprise at finding out that his post
was removed because it violated the rule of mentioning the name of a subreddit. This participant
was confused about why such a rule was put in place. Other respondents disapproved of certain
subreddit rules, and chose to violate those rules deliberately despite suspecting that their post
might be removed as a result. For example, one participant pointed out that he posed a question in
his submission despite knowing that according to the rules of that subreddit, questions are only
allowed to be posted in designated submission threads. He elaborated:

“[My submission] technically violates the rules. But having a large thread for questions

makes it REALLY easy for things to get lost and never answered, which happens a lot in

subreddits like this. So, I made a thread. Thought it might get removed, and it did...I think

a rule that prohibits questions is a terrible idea. If it makes the subreddit spammy, I can

understand, but you’re stifling community interaction.” – P194

Many respondents complained that it takes a lot of effort to ensure compliance with certain
subeddit rules when they post. For example, one participant said that complying with the rule that
“a similar link hasn’t been posted before” requires putting in a lot of work that involves searching
through the prior posts of the subreddit, and it is easier to simply post the submission and hope
that it does not get removed. Another participant wrote:

“The technical grounds for removal were accurate. However, the rules that qualify a post

for removal are overly broad, arbitrarily enforced, and many times onerous to comply

with.” – P09

Some participants felt frustrated that the subreddit rules were too subjective and could be
interpreted in multiple ways. This mirrors our finding from Section 5.2 that users who found the
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rules to be unclear were more likely to perceive the removal as unfair. A few respondents felt that
the moderators deliberately designed unclear rules so that they could defend their removal actions.

“Well, my submission was removed because [of the rule] “it didn’t fit the aesthetic of the

sub” and I was under the impression that it did. In the future I think I may limit my

submissions as I disagree with the sub moderators on what vapor wave aesthetic really is.”

- P132

“There’s always one really subtle rule you don’t notice and then it gets removed .” - P707

These instances of dissatisfaction with community guidelines partly explain the surprising
finding from our statistical analyses that users who read the guidelines before posting submissions
have negative attitudes about the community moderation (Section 5.2).

7 DISCUSSION
In this section, we discuss the implications of our findings, focusing on community guidelines,
transparency of explanations, and nurturing of dedicated users.

7.1 Community Guidelines
In prior research, Kiesler et al. hypothesized that “explicit rules and guidelines increase the ability for
communitymembers to know the norms” [51]. Our findings add evidence to the value of establishing
explicit posting guidelines in online communities. As we show in Section 5.2, participants who
posted in subreddits containing rules were significantly more likely to consider their removal as
fair. However, only about half of all Reddit communities have explicit rules [29]. Since having a list
of posting rules is largely a one-time task, site managers should encourage voluntary moderators
to establish rules in their communities. Recent research suggests that community norms and rules
often overlap among different communities [13, 29]. Moderators of new communities may benefit
by having tools that can suggest them which rules they should create, based on the similarity of
their community with existing communities containing rules.
We contribute theoretical insights on the role that community guidelines play in shaping user

attitudes. In prior research, Kiesler et al. hypothesized and Matias empirically showed that promi-
nently displaying community guidelines helps increase users’ adherence to those guidelines [51, 61].
Our findings add nuance to this result by showing that simply making users read the community
guidelines may be insufficient to improve the long-term health of the community. Indeed, we found
that when moderated users read the rules before posting, they are less likely to consider their post
removal as fair (Section 5.2). We bring attention to the attributes of community guidelines that are
important to end-users: their size (i.e., number of rules in the guidelines), subjectivity, reason why
each rule is created, and effort needed to comply with the guidelines. Next, we discuss how the
insights our findings provide about these different attributes of community guidelines may benefit
platforms and community managers.

Our statistical analysis indicates that when users perceive the community rules to be clear, they
are more likely to consider the removal as fair, and are more likely to consider posting again
(Section 5.2, Table 5). In line with this, our qualitative findings suggest that users find it difficult to
follow rules that are imprecise, subjective or require a lot of effort to comply with (Section 6.5).
Thus, when community managers create rules, they should consider whether the rules are clearly
laid out and easy to follow.

Prior research has shown that community guidelines are often created as reactions to short-term
events or transitions [77]. New users, however, may not be aware of these past events. As our
analysis shows (Section 6.5), some users do not comply with the community rules because they do
not understand the reasoning behind why these rules were put in place. Many users do not realize
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why certain rules are needed. Therefore, documenting the reasons for rule creations or explaining
the need for such rules may help increase the acceptability of rules among new users.

When we evaluate the dynamics of users’ compliance with community guidelines, it is important
to consider that many social media users engage with multiple platforms [78]. Since different
platforms may have different posting guidelines [66], it can be challenging for users to precisely
follow these guidelines on each platform. Our findings suggest that adhering to guidelines becomes
even more difficult in a multi-community environment such as Reddit where alongside the site-
wide policies, each community has its own set of unique rules. As the list of rules in a community
becomes longer, it becomes increasingly onerous for new users to attend to all the rules and make a
successful submission. One approach to address this problem could be to introduce a pre-submission
step where submitters are asked what type of post they are about to submit. Following this step,
only the community rules relevant to that post type may be shown to the submitter. This may
reduce the burden of verifying compliance with the entire set of rules for the submitters, and make
it easier for them to post successfully.

Platforms can also design to make compliance with certain rules easier on the users. In particular,
moderation systems can warn the user when they are about to post a submission that violates a
rule whose compliance can be automatically verified. For example, if a community requires posts
to be in a certain format, users should be alerted if they have the wrong format at the time of
submission, and they should be allowed to edit their post to avoid future removal. This would also
help assist users’ understanding of the rules and the social norms of the community.

7.2 Transparency of Explanations
Our findings clearly highlight that lack of transparency about content moderation is a key concern
among moderated users (Sections 5.1, 5.3, 6.1, 6.4). We found that many users felt confused about
why their post was removed. Some participants were more frustrated at lack of notification about
the removal than about the removal itself. At a broader level, transparency in moderation has
important implications for our communication rights and public discourse, as pointed out by prior
research [33, 81].

Our survey data show that in absence of information about why removal occurred, users often
develop folk theories about how moderation works (Section 6.2). While these folk theories may
be inaccurate, they influence how users make sense of content moderation and how they behave
on the site. Therefore, more examination is needed of how users consume and integrate different
information resources to create folk theories about moderation systems. Further, we must update
our theories on best practices in moderation systems to account for how users’ folk theories about
these systems may influence their behaviors.
In their study of how users form folk theories of algorithmic social media feeds, DeVito et al.

showed thatmost folk theories held by the users are “flexible, as opposed to closely-held, rigid beliefs”
[21]. This suggests that designing “seams” into [26, 48] or providing more accessible information
about how moderation systems work may influence users to revise their folk theories and improve
their attitudes about the community. Yet, in his study of the effects of system transparency on trust
among end-users, Kizilcec found that providing too much information about the systems eroded
users’ trust [52]. Indeed, in recent literature, researchers have begun asking questions about how
much transparency is enough [27, 48], and how well transparency in design can serve the outcomes
for important values like awareness, correctness, interpretability, and accountability [70]. Jhaver et
al. also show that it is not appropriate for community managers to be fully transparent about how
moderation works because bad actors may then game the system and post undesirable content
that evades removal [44]. Therefore, community managers must carefully attend to the design of
explanation mechanisms, scrutinizing what and how much information they reveal through these
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processes. Similarly, they should cautiously consider the pros and cons of notifying the user of
post removal versus silently removing posts. We also expect that not all post removals are similar.
Future research should explore whether it is advantageous to distinguish between sincere users
and bad actors when determining whether to provide removal notifications.
While the possibilities of being exploited by bad actors remains a challenge to implementing

transparency in moderation, our results do indicate that informing the users why their post was
removed through an explanation message can be a useful educational experience. Some of our
participants pointed out that they felt more prepared to make successful posts in the future after
they received explanations for post removals. Our statistical analysis also highlights that when
removal explanations provide information that is new to the users, they perceive the removal as
more fair (Table 6). Therefore, moderators must focus on improving the content of the explanation
message, and make it relevant to the moderated posts. Additionally, the mode or source of removal
explanation does not seem to matter to the users (Table 6). This suggests a potential for building
automated moderated tools to deliver explanation messages. Such tools may help improve users’
perceptions of content moderation without unduly increasing the work load of human moderators.

7.3 Are They Acting in Good Faith?
Our qualitative analysis suggests that there is considerable variance among users whose posts get
removed. There are those who describe themselves as “trolls” or who post on Reddit for hateful or
bigoted reasons (Section 6.3). Such users are not invested in contributing valuable information or
fostering constructive discussions with others on Reddit communities. These users deliberately
post content that they know is likely to get removed.

On the other end of the spectrum, moderated users include those who are emotionally engaged
in the social life of Reddit communities. They invest substantial amounts of time and effort in
contributing content to share with others on Reddit but mistakenly violate a community guideline
or social norm and suffer removal. Such users feel embarrassed or unappreciated when their posts
get removed (Section 6.1). Some users seek crucial advice from the community in their posts, and
they feel dejected when their post is removed, as poignantly expressed by the autistic respondent
who sought help from the r/disability community.

Social media platforms like Reddit have opened new avenues through which individuals seek
not just informational but also emotional and social support. However, when users get moderated
without appropriate feedback, they feel dejected, they are less likely to contribute further, and they
may even leave the community. To allow a diverse set of users to participate in the digital public
spheres, it is vital that moderation systems support not just the users who are in the know, but also
those who may be unaware of the normative practices of online communities.
Just as importantly, we argue that platforms themselves may also benefit from nurturing users

who are invested in learning from their mistakes and are just confused about where things went
wrong. Users who attempt to post a submission on a community in good faith show a certain
amount of dedication to contribute to the community. Therefore, if moderation systems offer them
opportunities to participate and grow, they may turn into valuable contributors.

Given the variety of users who post online, moderation systems should find ways to distinguish
sincere users from trolls and invest their resources in nurturing the former. Yet, as prior research
shows, making such distinctions can pose many challenges [3, 4, 46, 47, 68]. For example, it may
be problematic to classify a user as a bad actor if she posts an offensive message in response to
another offensive post. Further, we may need to develop different strategies to address different
types of bad actors [4, 46]. It might be worthwhile explaining the posting norms to a new user who
posts an offensive joke, but not to another user who repeatedly posts disturbing content.
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While it is necessary for moderation systems to deter bad actors, it is also important to nurture
sincere users. Our statistical analyses show that when users spend more time in creating a post that
is subsequently removed, they are less likely to consider posting again (Section 5.1). However, online
communities need exactly such dedicated users to foster healthy growth. Therefore, information
clues that can help moderators identify sincere users can be constructive. For instance, designing
tools that allow moderators to easily notice the posts that took a long time for the submitter to
create may help the moderators identify and engage with sincere users.

We note that although supporting users who have the potential to be valuable contributors is a
worthy goal, there are other constraints and trade-offs that need to be considered. For example,
moderator teams, particularly on platforms like Reddit where voluntary users regulate content, often
have limited human resources. Such teams may prioritize removing offensive or violent content
to keep their online spaces usable. Additionally, moderators may find more value in consistently
enforcing their community guidelines regardless of the motivation of the contributor. Still, our
findings suggest that online communities may find it useful to invest their resources towards
nurturing users who show dedication to contribute well. For example, even when moderators
have to remove sincere posts to consistently enforce community guidelines, they can contact post
submitters and provide them actionable feedback on how to post successful submissions in the
future.

7.4 Limitations and Future Work
Like all online survey studies, our study suffers from self-selection bias and social desirability bias.
Users may be biased to obscure essential parts of the moderation experience that may present them
in a negative light. Yet, we believe that the subjective perspectives of moderated users we present
here provide important insights about the user experience on Reddit and can guide future design
and moderation strategies.

While we account for some key demographic factors such as age, education, and gender in our
analyses, we did not collect data on other important factors like race/ethnicity and sexuality that are
cultural markers likely to influence how individuals perceive conflicts and silencing, either online
or offline. These factors also help us understand who we are and aren’t hearing from, and nimbly
adjust to seek more responses from groups that are missing. We therefore recommend including
these factors in subsequent research in this domain. Further, Reddit communities vary among one
another on a wide range of factors such as their topic, norms, goals, and policies, but we could
not control for such differences in our analyses. Exploring how these factors affect user responses
to content moderation could be a productive direction for future work. Another limitation of our
sample is that it skews heavily young and heavily male. While we suspect that this may reflect the
actual demographics of Reddit users, this still results in an under-representation of the perspectives
of other age groups and genders. Future work that focuses on under-represented age groups and
gender may provide valuable insights.
We have only focused on post submissions for the purpose of this paper. However, users also

comment on these posts, and moderation of comments may involve a different set of concerns.
Analyzing how users perceive comment removals differently from post removals may be a fruitful
area for future research.

8 CONCLUSION
We began this study to understand the perspectives and experiences of Reddit users whose posts
have been removed. Our findings highlight users’ frustrations with various aspects of content
moderation: absence of removal notifications, lack of explanations about why posts were removed,
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community guidelines that can be interpreted in multiple ways, and mistaken removals by auto-
mated moderation tools, among others. Lack of transparency in moderation resulted in many users
creating folk theories about how content moderation happens. Suspicions about the political biases
of moderators were commonly held among our participants.
Analyzing our findings led us to reflect on the question: How should we think about “fairness”

in the context of content moderation? Is fairness of content removals whatever the community
moderators think is appropriate to remove? Is fairness that unpopular users deserve to have their
posts removed even if they believed in good faith to have been following the rules?

From the perspectives of our participants, fairness is associated with having a clear set of rules,
getting informed when content removal occurs, and receiving explanations for the removal. Yet, is
it fair to expect content moderators to invest their limited resources into these tasks? Even if the
moderators take on these tasks, it is possible that such investments may not be productive in many
instances, and they may open up opportunities for trolls to waste the time of moderators.
Still, it may be worth considering how a greater focus on transparency and explanations may

affect the communities. Currently, moderation mechanisms remove content at massive scales, often
without notifying the users of removal. On a positive note, our findings show that when moderator
teams commit to transparency and provide removal explanations, users sometime learn from their
mistakes and they feel better prepared to make successful submissions.

Therefore, an emphasis on education, rather than removal, may improve users’ outlook towards
the community and encourage them to participate constructively. Designing automated tools that
can provide removal explanations in specific scenarios can help newcomers become familiar with
the norms of community without unduly increasing the work of moderators. Creating community
guidelines that are clear and easy to follow can improve users’ perceptions of fairness in modera-
tion. Ultimately, moderated users include many individuals who have made a deliberate effort to
contribute to the community. Therefore, nurturing these users and attending to their needs can be
an effective way to sustain and improve the health of online spaces.
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A SURVEY QUESTIONNAIRE
We asked our survey participants the following questions:

1. How much time did you spend in creating this submission?:
a. < 1 minute
b. 1-5 minutes
c. 6-10 minutes
d. > 10 minutes

2. Which subreddit was the submission posted to?:
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

3. What is your Reddit username?
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

4. Before I started this survey, I noticed that this submission was removed:
a. Yes
b. No

5. Before I posted this submission, I suspected that it would be removed:
a. Strongly agree
b. Agree
c. Neutral
d. Disagree
e. Strongly disagree

6. (If a or b to Q 5): Why did you think it would be removed? Please explain:
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

7. I think that the removal was fair:
a. Strongly agree
b. Agree
c. Neutral
d. Disagree
e. Strongly disagree

8. Please explain how you felt about the removal:
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

9. Does the subreddit contain rules in its sidebar?
a. Yes
b. No
c. Unsure

10. (If yes to Q 9): I read the rules of the subreddit before posting:
a. Strongly agree
b. Agree
c. Neutral
d. Disagree
e. Strongly disagree

11. (If yes to Q 9): The rules on this subreddit are clear:
a. Strongly agree
b. Agree
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c. Neutral
d. Disagree
e. Strongly disagree

12. Did you notice a comment, flair or private message indicating why your submission was
removed?
a. Yes
b. No

13. (If yes to Q12) The subreddit provided the reason for why your submission was removed:
a. Through a comment to the submission
b. Through a private message
c. Through a flair to the removed submission

14. (If yes to Q12) Did the removal reason provide you information that you didn’t know before?:
a. Yes
b. No

15. (If yes to Q12) The removal reason was provided:
a. By a human
b. By a bot
c. I am unsure

16. This experience changes how I feel about posting on this subreddit in the future:
a. Strongly agree
b. Agree
c. Neutral
d. Disagree
e. Strongly disagree

17. (If not c to Q16) Please explain why you feel differently about posting again:
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

18. How likely are you to post again on this subreddit after this experience?
a. Very likely
b. Likely
c. Neutral
d. Not likely
e. Very unlikely

19. Is there anything else you’d like to tell us about your view of this removal?
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
20. Which country do you live in?
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
21. What is your age?

a. < 25 years old
b. 25-34 years old
c. 35-44 years old
d. 45-54 years old
e. 55-64 years old
f. 65-74 years old
g. 75 years or older
h. Prefer not to answer

22. What is the highest level of education you have completed?
a. Less than high school
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b. High school graduate (includes equivalency)
c. Some college, no degree
d. Associate degree
e. Bachelor’s degree
f. Master’s degree
g. Doctorate degree
h. Prefer not to answer

23. What is your gender?
a. Female
b. Male
c. Another gender
d. Prefer not to answer

24. Would you be willing to participate in a short follow-up interview?
a. Yes
b. No

(If yes to Q 24) Please provide your email ID here so that we can contact you for an interview
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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