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Do we have a right to an 
explanation from automated 
decision-making systems?

Should we?



The Evolution of the 
Right to an Explanation



US Equal Credit Opportunity Act (1974)

• ECOA requires creditors to provide notification about specific 
actions taken, as well as to provide an explanation

• “(2) Statement of specific reasons. The statement of reasons 
for adverse action required by paragraph (a)(2)(i) of this 
section must be specific and indicate the principal 
reason(s) for the adverse action. Statements that the adverse 
action was based on the creditor's internal standards or policies 
or that the applicant, joint applicant, or similar party failed to 
achieve a qualifying score on the creditor's credit scoring 
system are insufficient.”
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See https://www.ecfr.gov/cgi-bin/text-idx?SID=1bb14fdfd1afc7d3f2d4756d223aeadb&mc=true&node=se12.8.1002_19



GDPR May Provide Such a Right

• “The data subject should have the right not to be subject to a decision…which 
is based solely on automated processing and which produces legal effects 
concerning him or her or similarly significantly affects him or her...”

• “In any case, such processing should be subject to suitable safeguards, which 
should include specific information to the data subject and the right to obtain 
human intervention, to express his or her point of view, to obtain an 
explanation of the decision reached after such assessment and to 
challenge the decision...”

• “…the controller should use appropriate mathematical or statistical 
procedures for the profiling, implement technical and organisational measures 
appropriate to ensure, in particular, that factors which result in inaccuracies in 
personal data are corrected and the risk of errors is minimised...”
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See https://www.privacy-regulation.eu/en/recital-71-GDPR.htm



Example 
Approaches to 
“Explain” Ads



Disclose That An Ad is an Ad (Web)
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Explaining Ad Campaigns (Global)
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Explaining One Ad (Local)
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Explaining One Ad (Local)
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Explaining One Ad (Local)
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Explaining One Ad (Local)
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Explaining One Ad (Local)
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Disclose That An Ad is an Ad (Facebook)
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Approaches to 
“Explain” Models



Is This Enough? (Ad Ecosystem)

17
Taken from https://www.bloomberg.com/news/features/2019-10-24/how-google-s-ad-ecosystem-works



Is This Enough? (Ad Ecosystem)
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Taken from https://www.adexchanger.com/venture-capital/luma-partners-ad-tech-ecosystem-map-the-december-2010-update/



Explaining a Model (Global)

19https://modelcards.withgoogle.com/ and https://arxiv.org/abs/1810.03993



Inherently Interpretable Models
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• Example: decision trees

https://modelcards.withgoogle.com/ and https://arxiv.org/abs/1810.03993
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Inherently Interpretable Models
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• Example: regression models
• Linear regression: coefficients

• Logistic regression: odds ratio

Taken from Wu et al. "Your Secrets Are Safe: How Browsers' Explanations Impact Misconceptions About Private Browsing Mode," WWW 2018. 
https://www.blaseur.com/papers/www18privatebrowsing.pdf



Highlight (Globally) Important Features
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Taken from Khan et al. "Helping Users Automatically Find and Manage Sensitive, Expendable Files in Cloud Storage," USENIX Security 
2021. https://www.blaseur.com/papers/usenix21-aletheia.pdf



Highlight (Globally) Important Features
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Taken from Khan et al. "Helping Users Automatically Find and Manage Sensitive, Expendable Files in Cloud Storage," USENIX Security 
2021. https://www.blaseur.com/papers/usenix21-aletheia.pdf



Retrospective
Explanations



Explaining Text Classification
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Taken from Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



Explaining Image Classifications
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Taken from Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



Explaining Image Classifications
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Taken from Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



Explaining Image Classifications
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Taken from Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



LIME

• Local Interpretable Model-agnostic Explanations

• Overall goal: “identify an interpretable model over the 
interpretable representation that is locally faithful to the classifier.”

• Distinguishes between features (used by the model) and 
interpretable representation (used to explain to a human)

• “We also propose a method to explain models by presenting 
representative individual predictions and their explanations in a 
non-redundant way… We demonstrate the flexibility of these 
methods by explaining different models for text (e.g. random 
forests) and image classification (e.g. neural networks).”
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Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



LIME Overview
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Taken from Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



Local vs. Global Explanations
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Taken from Ribiero et al. "'Why Should I Trust You?' Explaining the Predictions of Any Classifier," KDD 2016 
https://dl.acm.org/doi/pdf/10.1145/2939672.2939778



Recap: The Form an 
Explanation Could Take



Potential Audiences

• Individual data subjects

• All data subjects

• Regulators / policymakers

• Third parties who receive explanations from individual data 
subjects (e.g., journalists)

• Global (model, all data subjects) vs. Local (one data subject)
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Potential Information

• The general approach taken

• The precise factors taken into account
• Do we provide access to the data subject’s own values?

• Do we explain how those factors are combined?

• Do we explain the ML model used?

• Do we open-source the ML model?

• Counterfactuals – “If X had not occurred, Y would not have occurred”

• What could a person have changed for a different classification?

• Can we define some distance function and show the smallest change?
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See https://docs.seldon.io/projects/alibi/en/stable/methods/CF.html
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Taken from Liao et al. “Questioning the AI: Informing Design Practices for Explainable AI User Experiences,” CHI 2020.
https://dl.acm.org/doi/pdf/10.1145/3313831.3376590
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Taken from Liao et al. “Questioning the AI: Informing Design Practices for Explainable AI User Experiences,” CHI 2020.
https://dl.acm.org/doi/pdf/10.1145/3313831.3376590


