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“…a tension that shakes a 
foundational belief about data 

privacy: Data can be either 
useful or perfectly anonymous 
but never both.” – Paul Ohm



Historical 
Conceptualizations
of Anonymization
and Personal Data



Personally Identifiable Information (PII)

• Also termed “personal data”

• 2010 NIST Special Publication 800-122 Guide to Protecting the 
Confidentiality of Personally Identifiable Information (PII)

• General Data Protection Regulation (GDPR)
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NIST 800-122 Definitions

• “PII is ―any information about an individual maintained by an 
agency, including (1) any information that can be used to 
distinguish or trace an individual’s identity, such as name, 
social security number, date and place of birth, mother‘s 
maiden name, or biometric records; and (2) any other 
information that is linked or linkable to an individual, such as 
medical, educational, financial, and employment 
information.”

5



NIST 800-122 PII Examples

• Name, such as full name, maiden name, mother‘s maiden name, or alias

• Personal identification number, such as social security number (SSN), passport number, driver‘s license 
number, taxpayer identification number, patient identification number, and financial account or credit card 
number

• Address information, such as street address or email address

• Asset information, such as Internet Protocol (IP) or Media Access Control (MAC) address or other host-
specific persistent static identifier that consistently links to a particular person or small, well-defined group of 
people

• Telephone numbers, including mobile, business, and personal numbers

• Personal characteristics, including photographic image (especially of face or other distinguishing 
characteristic), x-rays, fingerprints, or other biometric image or template data (e.g., retina scan, voice signature, 
facial geometry)

• Information identifying personally owned property, such as vehicle registration number or title number and 
related information

• Information about an individual that is linked or linkable to one of the above (e.g., date of birth, place of 
birth, race, religion, weight, activities, geographical indicators, employment information, medical information, 
education information, financial information). 6



NIST 800-122 Definitions

• “To distinguish an individual is to identify an individual. Some 
examples of information that could identify an individual include, 
but are not limited to, name, passport number, social security 
number, or biometric data. In contrast, a list containing only 
credit scores without any additional information concerning the 
individuals to whom they relate does not provide sufficient 
information to distinguish a specific individual.”

• “To trace an individual is to process sufficient information to 
make a determination about a specific aspect of an individual’s 
activities or status. For example, an audit log containing records 
of user actions could be used to trace an individual’s activities.”
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NIST 800-122 Definitions

• Linked information is information about or related to an individual that is 
logically associated with other information about the individual.  In contrast, 
linkable information is information about or related to an individual for which 
there is a possibility of logical association with other information about the 
individual. For example, if two databases contain different PII elements, then 
someone with access to both databases may be able to link the information 
from the two databases and identify individuals, as well as access additional 
information about or relating to the individuals.  If the secondary information 
source is present on the same system or a closely-related system and does 
not have security controls that effectively segregate the information sources, 
then the data is considered linked.  If the secondary information source is 
maintained more remotely, such as in an unrelated system within the 
organization, available in public records, or otherwise readily obtainable (e.g., 
internet search engine), then the data is considered linkable.
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GDPR Definitions (Article 4)

• ‘personal data’ means any information relating to an identified 
or identifiable natural person (‘data subject’); an identifiable 
natural person is one who can be identified, directly or indirectly, 
in particular by reference to an identifier such as a name, an 
identification number, location data, an online identifier or to one 
or more factors specific to the physical, physiological, genetic, 
mental, economic, cultural or social identity of that natural 
person;
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GDPR Definitions (Article 4)

• ‘processing’ means any operation or set of operations which is 
performed on personal data or on sets of personal data, whether 
or not by automated means, such as collection, recording, 
organisation, structuring, storage, adaptation or alteration, 
retrieval, consultation, use, disclosure by transmission, 
dissemination or otherwise making available, alignment or 
combination, restriction, erasure or destruction;

• ‘restriction of processing’ means the marking of stored personal 
data with the aim of limiting their processing in the future;
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GDPR Definitions (Article 4)

• ‘pseudonymisation’ means the processing of personal data in 
such a manner that the personal data can no longer be attributed 
to a specific data subject without the use of additional information, 
provided that such additional information is kept separately and is 
subject to technical and organisational measures to ensure that 
the personal data are not attributed to an identified or identifiable 
natural person;
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Example from UChicago IRB
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Models of Data-Release 
Stewardship



Scope of Releasing Data

• Release to third parties

• Release to the public

• Release to others within your organization
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Models of Data-Release Stewardship
• (Note that we just made up most terms on this page)

• A Release-and-Forget Model: Try to remove PII and otherwise 
“deidentify” data, but then provide unrestricted access (e.g., 
through publicly posting a dataset)

• A Release-Under-Conditions Model: Try to remove PII and 
otherwise “deidentify” data, but then provide restricted access to 
them (e.g., through data processing covered under contractual 
obligations and an approval process) and sometimes conditions 
upon the processing or the release of aggregate data

• A Managed-Processing Model: The data steward never 
releases the data, but will run computation for others and 
provide aggregate answers
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General Techniques
for Anonymization



Nonanonymized Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010. 17



Suppressing Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010.

• Suppression: Deleting or omitting data
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Generalizing Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010.

• Generalization: Re-code data to be less granular
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Aggregating Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010.

• Aggregation: Release summary data rather than raw data
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[Broken] K-anonymity

https://en.wikipedia.org/wiki/K-anonymity

• “A release of data is said to have the k-anonymity property if the 
information for each person contained in the release cannot be 
distinguished from at least k − 1 individuals whose information 
also appear in the release.”
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[Broken] K-anonymity

https://en.wikipedia.org/wiki/K-anonymity 22



[Broken] K-anonymity

https://en.wikipedia.org/wiki/K-anonymity 23



How Do You Find Personal Data?

• Example: Google’s Cloud Data Loss Prevention (DLP) API
• https://cloud.google.com/dlp/docs/infotypes-reference

• Uses heuristics to try to identify particular information types
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Google Cloud DLP
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Google Cloud DLP
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Google Cloud DLP
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Google Cloud DLP
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Google Cloud DLP
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Can You Screw Up Data Suppression?

• Yes!
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Case Study 1:
ZIP Code, DOB, Sex



Massachusetts Health Data

• Mid 1990s: Group Insurance Commission (GIC)

• Upon request, GIC will release records with 
100 attributes for every state employee’s hospital visits

• Latanya Sweeney, “Uniqueness of Simple Demographics in the 
U.S. Population”:

• 87%: ZIP code + full Date of Birth + Sex is uniquely identifying

• 53%: City + full Date of Birth + Sex is uniquely identifying

• 18%: County + full Date of Birth + Sex is uniquely identifying

• William Weld (Governor of Massachusetts) deanonymized when 
Sweeney purchased voter rolls from the city of Cambridge

• Sweeney sent the governor’s records (diagnoses/prescriptions) to him
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Case Study 2:
AOL Search Data



AOL Search Data Release

• AOL Research released 20,000,000 search queries for 
650,000 users of AOL’s search engine (3 months)

• Suppressed AOL username and IP address
• Replaced them with unique, pseudonymous identifiers
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AOL Search Data Release (Aftermath)
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AOL Search Data Release (Aftermath)

• “…User 4417749’s identity in queries such as 
“‘landscapers in Lilburn, Ga,’ several people with the 
last name Arnold and ‘homes sold in shadow lake 
subdivision gwinnett county georgia.’” They quickly 
tracked down Thelma Arnold, a sixty-two-year-old 
widow from Lilburn, Georgia who acknowledged that 
she had authored the searches, including some 
mildly embarrassing queries such as “numb fingers,” 
“60 single men,” and “dog that urinates on 
everything.”
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Case Study 3:
Netflix Prize



Deanonymizing the Netflix Prize

• Netflix released 100,000,000 records from 500,000 users
• December 1999 to December 2005

• Assigned a unique pseudonymous identifier to each user

• Each record included the pseudonymous identifier, the 
movie watched, the rating (1-5 stars), and rating’s date
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Deanonymizing the Netflix Prize

• Narayanan and Shmatikov correlated with IMDb

• Ratings on IMDb are public

• Databases are not perfect subsets of each other

• What can be leaked from knowing which movies an 
identified user watched?
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Deanonymizing the Netflix Prize
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Deanonymizing the Netflix Prize
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Recap



The Surprising Success of Deanonymization

• The use of auxiliary information
• Extremely hard to control

• Errors suppressing data

• Personal data showing up in unexpected places

• It’s hard to reason about what is/is not identifiable

• Thinking only about personal data / PII is not sufficient
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Privacy Communication



Notice and choice

Protect privacy by giving people control over their information 

Notice about data 

collection and use

Choices about allowing their 

data to be collected and used 

in that way



Nobody wants to read privacy policies

“the notice-and-choice model, as 
implemented, has led to long, 
incomprehensible privacy policies 
that consumers typically do not 
read, let alone understand”

− Protecting Consumer Privacy in an Era of Rapid 
Change. Preliminary FTC Staff Report. 
December 2010.





Notice fatigue and helplessness

• Information shown at 
inopportune times

• Misconceptions

• Lack of understanding

• Lack of choices

• Habituation



Time to read policies of 
websites you visit: 
244 hours/year

A. McDonald & L. Cranor, The Cost of Reading Privacy 

Policies, I/S: A Journal of Law and Policy for the 

Information Society, 2008.









Cost of reading privacy policies

• What would happen if everyone read the privacy policy for each 
site they visited once per year?

• Time = 244/hours year

• Cost = $3,534/year

• National opportunity cost for 
time to read policies: $781 billion

Aleecia McDonald and Lorrie Faith Cranor. The Cost of Reading Privacy Policies. I/S: 
A Journal of Law and Policy for the Information Society. 2008 Privacy Year in Review Issue. 



Privacy Notice
Design Space
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F. Schaub, R. Balebako, A. Durity, L.F. Cranor, A Design Space for 

Effective Privacy Notices, SOUPS’15

Privacy notice design space
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Layered examples from iOS



Attempts at improving 
notice & choice



Attempt: Machine-readable 
privacy policies



Let your computer read for you

• Platform for Privacy 
Preferences (P3P) 

• W3C specification for 
XML privacy policies

• Proposed 1996

• Adopted 2002

• Optional P3P compact 
policy HTTP headers to 
accompany cookies

• Lacks incentives for 
adoption



P3P in Internet Explorer

• P3P implemented in IE 6, 7, 
8, 9, 10 …

• Default privacy setting
• Rejects third-party cookies 

without a CP

• Rejects unsatisfactory third-
party cookies



Attempt: Make your own 
machine-readable privacy 

policies



Use NLP to read policies

• Usableprivacy.org

• It’s a hard problem

• Annotated corpus → machine learning



Attempt: Crowdsourcing



Terms of Service; Didn’t Read



Attempt: Standardized 
notices



Privacy Facts

Privacy Facts

Privacy Facts

Privacy 

Facts



Privacy nutrition labels

• Series of studies

• Focus groups

• Lab studies

• Online studies

• Metrics

• Reading-comprehension (accuracy)

• Time to find information

• Ease of policy comparison

• Subjective opinions, ease, fun, trust

P.G. Kelley, J. Bresee, L.F. Cranor, and R.W. Reeder. A 
“Nutrition Label” for Privacy. SOUPS 2009.

P.G. Kelley, L.J. Cesca, J. Bresee, and L.F. Cranor. 
Standardizing Privacy Notices: An Online Study of the 
Nutrition Label Approach. CHI 2010. 



Standardized financial notices

• Gramm-Leach-Bliley Act mandated annual disclosures

• In 2009, regulators created a recommended form
• High adoption because of safe harbor



Standardized financial notices



Standardized financial notices



Standardized financial notices



Standardized financial notices



Standardized financial notices

• Built a parser and built an online database

• Lets people compare practices

• https://cups.cs.cmu.edu/bankprivacy

https://cups.cs.cmu.edu/bankprivacy


Attempt: Improve timing



Privacy label for Android



Attempt: Personalized 
privacy assistants



Personal privacy assistants



Attempt: Icons



http://www.azarask.in/blog/post/privacy-icons/ 2010



Attempt: Standardized 
disclosure icons




