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Machine Bias (ProPublica)

• COMPAS System for risk assessment

• Based on answers to 137 questions

• ProPublica obtained data:
• Broward County, Florida

• “And it’s biased against blacks.”
• Northpointe: It’s equally accurate 

across demographic groups!
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COMPAS

• Evidence of discrimination?
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COMPAS

• Evidence of discrimination?
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Some Metrics (Classes) Revisited

• Accuracy: # correct / # total

• Confusion matrix (TP/FP/TN/FN)

• Area under the ROC curve (AUC)
• True Positive Rate (TPR) = TP / P = TP / (TP + FN)

• False Positive Rate (FPR) = FP / N = FP / (FP + TN)

• ROC curve plots TPR vs. FPR at various thresholds

• Precision: TP / (TP + FP)

• Recall: TP / (TP + FN)

• Precision-Recall Curve
See https://medium.com/analytics-vidhya/performance-metrics-for-machine-learning-models-80d7666b432e
https://www.tutorialspoint.com/machine_learning_with_python/machine_learning_algorithms_performance_metrics.htm
https://www.justintodata.com/machine-learning-model-evaluation-metrics/ or many more!

https://medium.com/analytics-vidhya/performance-metrics-for-machine-learning-models-80d7666b432e
https://www.tutorialspoint.com/machine_learning_with_python/machine_learning_algorithms_performance_metrics.htm
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Some Possible Metrics Re-Revisited

• Do these metrics capture the relationship between errors?

• Do these metrics capture the impact of errors?

• Do these metrics capture the differential impact of particular 
types of errors?

• Do these metrics break down errors by group?

• We calculate errors on our test set; what about in practice?
• Do we have enough data in different sub-groups?

• Do we have representative data? How do we define representative?

• Where is the data even coming from? How accurate is it?



Proposal: Algorithmic Grading in 25910

• The data we have:
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Name Age Department Gender
Grade in 

CS 154

Grade on 

Assignment 1

Jack 55 CS M B+ 100

Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98

Jane 27 Stats F --- 80



Idea 1

• Let’s extrapolate from the Assignment 1 grade
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Idea 1

• Small data! We also advertised something different!
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Grade in 
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Grade on 
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Jill 23 Econ F A 95
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Idea 2

• Let’s extrapolate from the CS 154 grade
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Name Age Department Gender
Grade in 

CS 154

Grade on 

Assignment 1

Jack 55 CS M B+ 100

Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98

Jane 27 Stats F --- 80



Idea 2

• Is this just? Does Jane get a grade?

11

Name Age Department Gender
Grade in 

CS 154

Grade on 

Assignment 1

Jack 55 CS M B+ 100

Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98

Jane 27 Stats F --- 80



Idea 3

• Let’s use Department and the Grade in CS 154
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Idea 3

• Why should these matter?
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Idea 4

• Let’s use all demographics and the Grade in CS 154

14

Name Age Department Gender
Grade in 

CS 154

Grade on 

Assignment 1

Jack 55 CS M B+ 100

Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98

Jane 27 Stats F --- 80



Idea 4

• Why?!?! (Also, age and gender are protected classes)
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Idea 4

• Also consider the mutability of characteristics / recourse
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Idea 5

• Everyone gets an A!
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Name Age Department Gender
Grade in 

CS 154

Grade on 

Assignment 1

Jack 55 CS M B+ 100

Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98
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Idea 6

• Everyone gets an F!
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Name Age Department Gender
Grade in 

CS 154

Grade on 

Assignment 1

Jack 55 CS M B+ 100

Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98

Jane 27 Stats F --- 80



Idea 6

• Societal notions of justice may imply that failing everyone is bad
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Name Age Department Gender
Grade in 
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Grade on 
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Jill 23 Econ F A 95

Josh 32 Bio M B 50

Jenn 44 Bio F A- 98

Jane 27 Stats F --- 80



The Difficulty of Defining Fairness

• Terminology is conflated across disciplines
• Political philosophy

• Employment law

• Computer science

• See: Deirdre K. Mulligan, Joshua A. Kroll, Nitin Kohli, Richmond 
Y. Wong. This Thing Called Fairness: Disciplinary Confusion 
Realizing a Value in Technology. PACM HCI (CSCW), 2019.
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Individual Fairness
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• One of the early definitions of fairness

• Individual fairness: Similar people should be treated equally



Statistical Non-Discrimination

• Basis in employment and housing law (e.g., Fair Housing Act)

• Primarily considers protected classes
• Race, gender, sex, national origin, religion, marital status, etc.

• In this approach to fairness, we want to approximately equalize 
some quantities across demographic groups (group fairness)

• Mainly focuses on disparate impact (treating different groups 
differently)
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Group Fairness (Just a Few Approaches)

• Demographic parity (equal outcomes)
• Equalize the chance of positive classifications across groups
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Group Fairness (Just a Few Approaches)

• Equalized accuracy across groups?
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Group Fairness (Just a Few Approaches)

• Equalized odds (true positive rate and false positive rate are 
equal across groups)?

• True Positive Rate (TPR) = TP / P = TP / (TP + FN)

• False Positive Rate (FPR) = FP / N = FP / (FP + TN)
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The Need to Make Tough Trade-offs

• A. Chouldechova. “Fair Prediction with Disparate Impact: A Study 
of Bias in Recidivism Prediction Instruments.” Big Data 2017.

• J. Kleinberg, S. Mullainathan, M. Raghavan. “Inherent Trade-Offs 
in the Fair Determination of Risk Scores.” ITCS 2017.

• “Recent discussion in the public sphere about algorithmic classification has involved tension 
between competing notions of what it means for a probabilistic classification to be fair to 
different groups. We formalize three fairness conditions that lie at the heart of these 
debates, and we prove that except in highly constrained special cases, there is no method 
that can satisfy these three conditions simultaneously. Moreover, even satisfying all three 
conditions approximately requires that the data lie in an approximate version of one of the 
constrained special cases identified by our theorem. These results suggest some of the 
ways in which key notions of fairness are incompatible with each other, and hence provide a 
framework for thinking about the trade-offs between them.”
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Blindness to Protected Classes
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• Should we just intentionally not collect data about whether or 
not data subjects belong to a protected class?

• The answer is very complicated. It’s often (but not always!) “no”… 
why not?



How Does Sampling Impact Fairness?
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• What if our sample is unbalanced? Can that cause problems?

• What if our sample is not representative?

• What if we collect the wrong features?



Concept Drift – The Passage of Time

Time
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• Can we be embedding historical biases?



Process Fairness
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• How do we decide what predictor variables to include?

• Process fairness: Exclude from the model predictor variables 
that are deemed to be unfair for the classification task

• Should we just crowdsource perceptions?
• Grgic-Hlaca et al. Human Perceptions of Fairness in Algorithmic 

Decision Making: A Case Study of Criminal Risk Prediction. In Proc. 
WWW, 2018.

• Important question: Who gets to decide what is fair? Is it majoritarian 
voting? Should it be experts in law/technology?



Some Attempted Fairness Mitigations

• Transform the training data features and/or labels

• Change the weights in the model produced

• Adversarial de-biasing
• e.g., using a discriminator from a Generative Adversarial Network
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AI Fairness 360

• IBM open source project: https://aif360.mybluemix.net/

• Online demo: https://aif360.mybluemix.net/data
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What-If Tool

• Google open source project: https://pair-code.github.io/what-if-tool/

• Online demo: https://pair-code.github.io/what-if-tool/image.html
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What-If Tool
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Aequitas Tool

• Formerly a UChicago open source project: 
http://www.datasciencepublicpolicy.org/projects/aequitas/

• Online demo: http://aequitas.dssg.io/example.html
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Counterfactuals and Recourse
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• Counterfactual: Ideally small difference(s) in a data subject’s 
set of features that would cause a different classification

• Need a distance metric! But not all variables are created equal.

• Recourse: The ability for a data subject to change particular 
predictor variables

• Contrast using “the timeliness of credit card payments” versus “the 
number of years of credit history” versus “sex”

• To what extent should models nudge (influence, but not force) 
particular behavior?



Unsupervised Models Are Biased, Too!

• https://developers.googleblog.com/2018/04/text-embedding-
models-contain-bias.html?m=1
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Gender Biases of Chatbots
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Word Embeddings
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Gender Biases of Chatbots
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Reconceptualizing Fairness as Justice
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• Should we follow Rawls and consider justice as fairness?

• Should we start thinking about fairness in terms of trolley 
problems? https://en.wikipedia.org/wiki/Trolley_problem

• How might our societal notions of what is just change how we 
build a classifier, as well as whether we use ML at all?

• How do we think about due process within fairness?

• Returning to the COMPAS example: How did human judges 
use (or choose not to use) COMPAS risk scores? Is this just?

• Accountability? Transparency? Explanations?

https://en.wikipedia.org/wiki/Trolley_problem


Agree or Disagree?
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“An algorithm 
can’t be biased.”


