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1. Problem setting for data privacy


2. Basic approaches to data privacy, and how to they fail


3. More advanced approaches, and how they also fail


4. A very interesting idea: Randomized Response



Privacy?



Data Privacy



Privacy vs Security

[Personal data is] any information relating to an identified or identifiable 
natural person.

- General Data Protection Regulation of the European Union

• Privacy is about individuals controlling how their personal data are 
collected, used, and published.

• Security is part of it. Confidentiality, authentication, authorization, 
and availability are ingredients.



Modern Data Privacy: Problem Setting in this Lecture

Database

name age zip income

Fatma 33 60637 25k

Hong 14 60638 35k

Roger 21 60637 60k

Individuals

Data 
Collection Publish

ID No. age zip income

1 33 60637 25k

2 14 60638 35k

3 21 60637 60k

Analyze



Examples

• Governments


• Medical research


• Financial/insurance companies


• Tech companies


• Advertisers


• Schools and Universities



Basic Data Privacy Mechanisms

name age zip income

Fatma 33 60637 25k

Hong 14 60638 35k

Roger 21 60637 60k

• Simply enforce rules regulating data sharing and collection


• De-identification: Remove names, unique id numbers, addresses, etc


• Health Insurance Portability and Accountability Act of 1996 (HIPAA)


• Family Educational Rights and Privacy Act of 1974 (FERPA)


• Segmentation: Chop tables up vertically before publishing



Notable Privacy Failure #1: Mass. Grp Insurance (90s)

Source: Wikipedia
Latanya Sweeney

• Group Insurance Commission published info 
researchers (left circle)


• Sweeney purchased voter registration info from 
local government (right circle)


•  "87% of the U.S. Population are uniquely 
identified by {date of birth, gender, ZIP}."

Source: L. Sweeney. k-anonymity: a model for protecting privacy. 
International Journal on Uncertainty, Fuzziness and Knowledge-based 

Systems, 10 (5), 2002; 557-570.



Notable Privacy Failure #2: AOL (2006)

• AOL publishes 20M search 
queries from 650k users.


• Names deleted, but query 
histories still associated with 
individuals

Source: xkcd



Notable Privacy Failure #2: AOL (2006)

• Several individuals were identified. How would you guess?



Notable Privacy Failure #2: AOL (2006)

landscapers in Lilburn, Ga
John Arnold
numb fingers
Jenny Arnold
school supplies for Iraq children
60 single men
hand tremors
nicotine effects on the body
dog that urinates on everything
tea for good health
the best season to visit Italy
bipolar
safest place to live
…

User No. 4417749

Source: New York Times (previous slide)



Notable Privacy Failure #3: Netflix Prize (2006-2009)

• 2006: Netflix publishes movie rating data of 480K users


• Meant to be used for recommendation system research

• Q from their FAQ: “Is there any customer information in the dataset 
that should be kept private?”


• Netflix’s answer: 
 
“No, all customer identifying information has been removed; all 
that remains are ratings and dates. This follows our privacy policy, 
which you can review here. Even if, for example, you knew all your 
own ratings and their dates you probably couldn’t identify them 
reliably in the data because only a small sample was included (less 
than one-tenth of our complete dataset) and that data was subject to 
perturbation. Of course, since you know all your own ratings that 
really isn’t a privacy problem is it?”



Notable Privacy Failure #3: Netflix Prize (2006-2009)

name Star Wars Casablanca Jurassic Park <other 
movie>

Fatma ⭐ ⭐ ⭐ , 
2/22/99

⭐ ⭐ ,  
7/7/04

⭐ ,  
8/17/03

⭐ ⭐ ⭐ ⭐ ,  
8/22/00

Hong ⭐ ⭐ ,  
5/6/02

⭐ ⭐ ⭐ ⭐ ⭐ ,
8/9/00

⭐ ⭐ ⭐ ,
6/16/03

⭐ ,  
3/13/02

Roger ⭐ ⭐ ⭐ ⭐ ⭐ ,  
4/29/98

⭐ ,
12/31/99

⭐ ⭐ ⭐ ⭐ ,  
5/22/95

⭐ ,  
4/29/00

• Idea: Cross-reference with 
IMDB


• Arvind+Vitaly: Knowing 8 
ratings (w/dates) identifies 
90% of users


• People rated movies on 
Netflix that they did not rate 
on IMDB.

Source: Wikipedia



Notable Privacy Failure #4: NYC Taxi Data (2014)

• NYC releases “anonymized” records of 173M taxi trips to researcher in 
response to Freedom of Information Act request


• Included start end location and time



Notable Privacy Failure #4: NYC Taxi Data (2014)

c.f. https://tech.vijayp.ca/of-taxis-and-rainbows-f6bc289679a1

• Also: Dataset had taxi ID replaced with md5(taxiID)…
Source: https://gawker.com/the-public-nyc-taxicab-database-that-accidentally-track-1646724546



Privacy Failures: Why is this so hard?

• Hard to anticipate how individuals might be harmed


• Hard to anticipate what side information is available for linking


• Hard to anticipate what adversarial strategies might exist

Source: Wikipedia
Latanya Sweeney

• Sweeney: Take a principled approach!


1. Give precise definition of “sufficiently sanitized” data


2. Design sanitization methods that output data meeting 
definition.



Towards Modern Protection: k-Anonymity

Definition: A table is k-anonymous with respect to columns C1, … Cn if 
whenever a value (v1, …, vn) appears for those columns in some row, it 
appears in at least k rows.

Adapted from: L. Sweeney. k-anonymity: a model for protecting privacy. 
International Journal on Uncertainty, Fuzziness and Knowledge-based 

Systems, 10 (5), 2002; 557-570.



Processing Data/Queries for k-Anonymity

Source: A. Machanavajjhala et al. l-Diversity: Privacy Beyond k-Anonymity. TKDD 2007.

• Aggregate numerical columns. Generalize or redact others.

• NP-Hard (i.e. intractable) to do “optimally”



Problems with k-Anonymity: Homogeneity Attack

Source: A. Machanavajjhala et al. l-Diversity: Privacy Beyond k-Anonymity. TKDD 2007.

• If I know your Zip Code is 13053 and that you are in your 30s….



Problems with k-Anonymity: Background Knowledge

Source: A. Machanavajjhala et al. l-Diversity: Privacy Beyond k-Anonymity. TKDD 2007.

• If I know your Zip Code is 13068, that you’re 21 years old, and that 
you seem pretty healthy generally…



Another attempt: L-Diversity

Source: A. Machanavajjhala et al. l-Diversity: Privacy Beyond k-Anonymity. TKDD 2007.

• Ensure that sensitive columns are “well represented” to defeat both 
attacks

Definition: A table is L-anonymous with respect to columns C1, … Cn 
and sensitive column C* if whenever a value (v1, …, vn) appears for 
columns C1, … Cn, at least L different values appear in C* in those rows.

(Note: actual definitions in paper cited below are more nuanced.)



Attacking L-Diversity

Source: N. Li et al. t-Closeness: Privacy Beyond k-Anonymity and l-Diversity. ICDE 2007.

• Correlations still lead to violations even with diversity

• Another patch suggested: t-Closeness, but conclusion is unclear



Back to the 1960’s (and then to the ‘00s next lecture)

• Want to survey a population about engaging in an embarrassing or 
illegal behavior X (e.g. X=drug use, X=cheating, …)


• Not interested in individuals. Only want to know fraction of the 
population.


• Discussion: what’s wrong with just interviewing people and asking 
 
                      “Did you engage in X in the last month?”



Profound Idea: Randomized Response

Interviewer Subject

Instructions for subject:
1. Privately flip coins CA and CB
2. If CA = Heads: Answer truthfully
3. Else: Answer randomly (use CB)

Last month, did you…

No.



Randomized Response: Example

• Suppose population is 1000. 


• 200 engage in behavior and 800 do not.


• Expect to get 350 “yes” answers:

0.25 ⋅ 800 + 0.50 ⋅ 200 + 0.25 ⋅ 200 = 350

# yes responses

Probability

0
0 1000350



Analyzing Randomized Response Data

Claim: If p-fraction of population engages in behavior (0 ≤ p ≤ 1), then 
expected proportion that say “Yes” is


                            y = 0.25(1 − p) + p(0.50 + 0.25)

• Measure y, then solve: p = 2(y − 0.25)



Randomized Response and Plausible Deniability

Source: M. Goodstadt and V. Gruson. The Randomized Response Technique: A Test on Drug Use. J Amer Stat Assoc, 1975.

• High school students surveyed 
on drug use.


• Higher reported use on all 
drugs except hallucinogens (?)



Changing Randomized Response

Instructions for subject:
1. Privately roll a 6-sided die DA.
2. Privately toss a fair coin CB.
2. If DA = 1: Answer truthfully
3. Else: Answer randomly (use CB)

Instructions for subject:
1. Privately roll a 100-sided die DA.
2. Privately toss a fair coin CB.
2. If DA = 1: Answer truthfully
3. Else: Answer randomly (use CB)

• How would you feel about using these instead?



The End


