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“…a tension that shakes a 
foundational belief about data 

privacy: Data can be either 
useful or perfectly anonymous 
but never both.” – Paul Ohm



Historical 
Conceptualizations
of Anonymization
and Personal Data



Personally Identifiable Information (PII)

• Also termed “personal data”

• 2010 NIST Special Publication 800-122 Guide to Protecting the 
Confidentiality of Personally Identifiable Information (PII)

• General Data Protection Regulation (GDPR) in the EU
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NIST 800-122 Definitions

• “PII is ―any information about an individual maintained by an 
agency, including (1) any information that can be used to 
distinguish or trace an individual’s identity, such as name, 
social security number, date and place of birth, mother‘s 
maiden name, or biometric records; and (2) any other 
information that is linked or linkable to an individual, such as 
medical, educational, financial, and employment 
information.”
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NIST 800-122 PII Examples

• Name, such as full name, maiden name, mother‘s maiden name, or alias

• Personal identification number, such as social security number (SSN), passport number, driver‘s license 
number, taxpayer identification number, patient identification number, and financial account or credit card 
number

• Address information, such as street address or email address

• Asset information, such as Internet Protocol (IP) or Media Access Control (MAC) address or other host-
specific persistent static identifier that consistently links to a particular person or small, well-defined group of 
people

• Telephone numbers, including mobile, business, and personal numbers

• Personal characteristics, including photographic image (especially of face or other distinguishing 
characteristic), x-rays, fingerprints, or other biometric image or template data (e.g., retina scan, voice signature, 
facial geometry)

• Information identifying personally owned property, such as vehicle registration number or title number and 
related information

• Information about an individual that is linked or linkable to one of the above (e.g., date of birth, place of 
birth, race, religion, weight, activities, geographical indicators, employment information, medical information, 
education information, financial information). 6



NIST 800-122 Definitions

• “To distinguish an individual is to identify an individual. Some 
examples of information that could identify an individual include, 
but are not limited to, name, passport number, social security 
number, or biometric data. In contrast, a list containing only 
credit scores without any additional information concerning the 
individuals to whom they relate does not provide sufficient 
information to distinguish a specific individual.”

• “To trace an individual is to process sufficient information to 
make a determination about a specific aspect of an individual’s 
activities or status. For example, an audit log containing records 
of user actions could be used to trace an individual’s activities.”
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NIST 800-122 Definitions

• Linked information is information about or related to an individual that is 
logically associated with other information about the individual.  In contrast, 
linkable information is information about or related to an individual for which 
there is a possibility of logical association with other information about the 
individual. For example, if two databases contain different PII elements, then 
someone with access to both databases may be able to link the information 
from the two databases and identify individuals, as well as access additional 
information about or relating to the individuals.  If the secondary information 
source is present on the same system or a closely-related system and does 
not have security controls that effectively segregate the information sources, 
then the data is considered linked.  If the secondary information source is 
maintained more remotely, such as in an unrelated system within the 
organization, available in public records, or otherwise readily obtainable (e.g., 
internet search engine), then the data is considered linkable.
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GDPR Definitions (Article 4)

• ‘personal data’ means any information relating to an identified 
or identifiable natural person (‘data subject’); an identifiable 
natural person is one who can be identified, directly or indirectly, 
in particular by reference to an identifier such as a name, an 
identification number, location data, an online identifier or to one 
or more factors specific to the physical, physiological, genetic, 
mental, economic, cultural or social identity of that natural 
person;
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GDPR Definitions (Article 4)

• ‘processing’ means any operation or set of operations which is 
performed on personal data or on sets of personal data, whether 
or not by automated means, such as collection, recording, 
organisation, structuring, storage, adaptation or alteration, 
retrieval, consultation, use, disclosure by transmission, 
dissemination or otherwise making available, alignment or 
combination, restriction, erasure or destruction;

• ‘restriction of processing’ means the marking of stored personal 
data with the aim of limiting their processing in the future;
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GDPR Definitions (Article 4)

• ‘pseudonymisation’ means the processing of personal data in 
such a manner that the personal data can no longer be attributed 
to a specific data subject without the use of additional information, 
provided that such additional information is kept separately and is 
subject to technical and organisational measures to ensure that 
the personal data are not attributed to an identified or identifiable 
natural person;
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Example from UChicago IRB

12



Models of Data-Release 
Stewardship



Scope of Releasing Data

• Release to third parties

• Release to the public

• Release to others within your organization

• Inadvertent release
• Data breaches

• Unintentional leakage / inference
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Models of Data-Release Stewardship
• (Note that Blase just made up the terms on this page)

• A Release-and-Forget Model: Try to remove PII and otherwise 
“deidentify” data, but then provide unrestricted access (e.g., 
through publicly posting a dataset)

• A Release-Under-Conditions Model: Try to remove PII and 
otherwise “deidentify” data, but then provide restricted access to 
them (e.g., through data processing covered under contractual 
obligations and an approval process) and sometimes conditions 
upon the processing or the release of aggregate data

• A Managed-Processing Model: The data steward never 
releases the data, but will run computation for others and 
provide aggregate answers
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Your Approaches to 
Redaction / Data Release in 

Assignment 1 Part A



Problem Setting
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Techniques You Applied (/51)

• Removing full names (48)

• Removing first names (0)

• Removing last names, keeping first (1)

• Replace names with initials (2)

• Let’s call this deletion / suppression / omission
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Techniques You Applied (/51)

• Removing ZIP code (27)

• Removing occupations (3)

• Removing location (2)

• Removing age (0)

• Removing income (0)

• Let’s call this deletion / suppression / omission
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Techniques You Applied (/51)

• Grouping age (32)

• Grouping income (20)

• Grouping number of children (11)
• Replace number of children with binary “children/none” (4)

• Create one group for 3+ children (2)

• Create one group for 5+ children (2)

• Grouping occupation (1 with ChatGPT, but 5 thought about it)

• Let’s call this binning

20



Techniques You Applied (/51)

• Grouping outliers (a few in the context of # children)

• Removing ZIP code and location if fewer than 14 individuals 
represented (1)

• Removing rare combos of age and occupation (0)

• Removing only people in ZIP for their occupation (0)

• Examining correlations between columns (a few)

• Let’s call this suppressing rare / infrequent data
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Techniques You Applied (/51)

• Replacing location with state (18)

• Removing parts of ZIP codes (3)
• Kept first 3 digits (3)

• Replaced ZIP code with county using a library (1)

• Let’s call this generalization
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Techniques You Applied (/51)

• Hashing location and ZIP (1, but beware!)

• Replacing ZIP codes with pseudonym (2)

• Replacing name, location, occupation with pseudonym (1)

• Let’s call this pseudonymization or replacement
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Techniques You Applied (/51)

• Average numerical categories by demographic (0)

• Let’s call this aggregation
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Techniques You Applied (/51)

• Shuffled rows (1)

• Added second, random occupation (0)

• +/- Gaussian noise to income (2)

• +/- to age (2)
• randint(-2,2) (1)

• +/- to number of children (1)

• Let’s call this perturbation
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Techniques You Applied (/51)

• Inferred gender from first name (2)

• Thought about inferring ethnicity from last name (1)

• Replaced location with approximate town/city size (1)

• Let’s call this derived data
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General Techniques
for Anonymization



Original Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010. 28



Suppressing Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010.

• Suppression: Deleting or omitting data
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Generalizing Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010.

• Generalization: Re-code data to be less granular
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Aggregating Data

From Paul Ohm. Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization. UCLA Law Review Vol. 57, p. 1701, 2010.

• Aggregation: Release summary data rather than raw data
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The Difficulty of 
Redaction



How Do You Find Personal Data?

• Example: Microsoft Presidio
• https://microsoft.github.io/presidio/

• Example: Google’s Cloud Data Loss Prevention (DLP) API
• https://cloud.google.com/dlp/docs/infotypes-reference

• Amazon Macie for Amazon Web Services
• https://docs.aws.amazon.com/macie/latest/user/what-is-macie.html
• “Amazon Macie is a fully managed data security and data privacy 

service that uses machine learning and pattern matching to help you 
discover, monitor, and protect sensitive data in your AWS environment.”

• “Macie automates the discovery of sensitive data, such as personally 
identifiable information (PII) and financial data… Macie also provides 
you with an inventory of your S3 buckets, and it automatically evaluates 
and monitors those buckets for security and access control.”
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Google Cloud DLP
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Google Cloud DLP
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Google Cloud DLP
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Google Cloud DLP
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Google Cloud DLP
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Modeling Personal / Private Data

39

Khan et al. “Helping Users Automatically Find and Manage Sensitive, Expendable Files in Cloud Storage.” 
In Proc. USENIX Security, 2021.



Can You Screw Up Data Releases?

• Yes!
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Case Study 1:
ZIP Code, DOB, Sex



Massachusetts Health Data

• Mid 1990s: Group Insurance Commission (GIC)

• Upon request, GIC will release records with 
100 attributes for every state employee’s hospital visits

• Latanya Sweeney, “Uniqueness of Simple Demographics in the 
U.S. Population”:

• 87%: ZIP code + full Date of Birth + Sex is uniquely identifying

• 53%: City + full Date of Birth + Sex is uniquely identifying

• 18%: County + full Date of Birth + Sex is uniquely identifying

• William Weld (Governor of Massachusetts) deanonymized when 
Sweeney purchased voter rolls from the city of Cambridge

• Sweeney sent the governor’s records (diagnoses/prescriptions) to him
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Case Study 2:
AOL Search Data



AOL Search Data Release

• AOL Research released 20,000,000 search queries for 
650,000 users of AOL’s search engine (3 months)

• Suppressed AOL username and IP address
• Replaced them with unique, pseudonymous identifiers

44



AOL Search Data Release (Aftermath)
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AOL Search Data Release (Aftermath)

• “…User 4417749’s identity in queries such as 
“‘landscapers in Lilburn, Ga,’ several people with the 
last name Arnold and ‘homes sold in shadow lake 
subdivision gwinnett county georgia.’” They quickly 
tracked down Thelma Arnold, a sixty-two-year-old 
widow from Lilburn, Georgia who acknowledged that 
she had authored the searches, including some 
mildly embarrassing queries such as “numb fingers,” 
“60 single men,” and “dog that urinates on 
everything.”
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Case Study 3:
Netflix Prize



Deanonymizing the Netflix Prize

• Netflix released 100,000,000 records from 500,000 users
• December 1999 to December 2005

• Assigned a unique pseudonymous identifier to each user

• Each record included the pseudonymous identifier, the 
movie watched, the rating (1-5 stars), and rating’s date
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Deanonymizing the Netflix Prize

• Narayanan and Shmatikov correlated with IMDb

• Ratings on IMDb are public

• Databases are not perfect subsets of each other

• What can be leaked from knowing which movies an 
identified user watched?
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Deanonymizing the Netflix Prize

50



Deanonymizing the Netflix Prize
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Recap



The Surprising Success of Deanonymization

• The use of auxiliary information
• Extremely hard to control

• Errors suppressing data

• Personal data showing up in unexpected places

• It’s hard to reason about what is/is not identifiable

• Thinking only about personal data / PII is not sufficient
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