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01. Course Introduction

Grant Ho

March 25, 2025

CMSC 23200
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Intro to Computer Security: Learning Objectives

• The security mindset

• Core security principles & properties

• Computer security attacks

• Computer security defenses
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Schedule of Topics

1. Course overview, threat modeling

2. OS security, memory vulnerabilities / protection

3. Applied cryptography tools

4. Network basics and networking security

5. TLS and Certificates

6. Web basics and web security

7. Privacy, anonymity, and side channels

8. Authentication

9. Protecting corporate networks + Security in practice
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Part 1: Course Logistics
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Instructor

Grant Ho
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Six TAs
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Website / Syllabus

https://classes.cs.uchicago.edu/archive/2025/spring/2320

0-1/index.html

(Also linked in Canvas)
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Lectures

• Tuesdays and Thursdays

– 2:00pm – 3:20pm (Section 1)

– 3:30pm - 4:50pm (Section 2)

• Hinds 101

– Will not be recorded

– Will generally not be livestreamed unless a student is ill and has 

requested a livestream
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Discussion Section

• Wednesdays

– 4:30pm – 5:20pm (Section 1)

– 5:30pm – 6:20pm (Section 2)

• MS (Stevanovich Center) Room 112

– In-Person attendance required 

– Only 6 weeks have discussion sections (see course website):

• 4/2, 4/9, 4/23, 4/30, 5/7, and 5/14
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Office Hours

• Office hours will typically be held in person

• TA assignment office hours

– Primary venue for help with assignments

– Each assignment will have two TAs assigned

• Monday instructor office hours (or by appointment)

– Talk about assignments

– Talk about lectures / concepts in general

– Talk about life / career / computing
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Textbook

• Paul van Oorschot, Computer Security and the Internet: 

Tools and Jewels (2nd Edition)

– Free PDFs linked from the course website

https://people.scs.carleton.ca/~paulv/toolsjewels.html
https://people.scs.carleton.ca/~paulv/toolsjewels.html
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Course Requirements & Grading

• Initial Homework (HW #0) (3%)

– Due on this Thursday at 11:59pm (3/27)

• 6 Assignments (52%)

– Generally due Thursdays 11:59pm

– First one is due next Thursday (4/3)

• Discussion Sections (5%)

– 6 discussion sections total: allowed to skip 1 without penalty

• Final Exam (40%)



14

Communication

• Canvas for assignment distribution

• Ed for questions

– Questions about assignments, course material, logistics

– Extension requests

• Submissions: Gradescope (prose) / Canvas (code)

• Don’t email any members of the course staff! Use Ed!

– We will add you in the next 24 hours

– Not added? grantho@uchicago.edu
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Key Course Policies (1/2)

• Late submissions

– Assignments can be submitted up to 24 hours late for a 

15-point penalty

• Extensions

– Only granted for medical and family emergencies

– Not granted for clubs, sports, job interviews, midterm week, etc.

– Must also send an email with your academic advisor cc’ed

• Wellness

– Reach out to the course staff in a private (staff-only) post on Ed
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Key Course Policies (2/2)

• P/F grading

– C- or higher = Pass

– Request on Ed by the final lecture in the course

– Probably won’t count for your major
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Communication on Ed

• See course website for guidelines about asking questions

• Private posts (visible to instructors) for:

– Personal logistics, extensions, wellness, etc.

– Questions about assignments that include code or specific 

insights about your solution

• Public posts for general questions / clarifications

• Feel encouraged to answer questions!
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Academic Integrity Policy (1/2)

• Detailed on syllabus

• All work submitted must be your own

• You may speak in general terms about approach, but not 

share code; do not look at each other’s code

• Encouraged to talk to classmates and form study groups

• On each Gradescope submission, you must document 

everyone you spoke to (excluding TA’s), as well as every 

major resource you consulted other than what we provide
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Academic Integrity Policy (2/2)

• Example for the top of your Gradescope submission:

– “I discussed the whole assignment with Jane Smith. We also discussed Part 

3 with John Doe. I consulted: 

https://www.helpfuldomain.com/helpfulpage.html to understand the fetch() 

API and I used two lines from https://www.other.com/page.html in Part 3.”

• Code reuse from websites, Stack Overflow, and published 

resources only allowed if all of the following apply:

– 5 lines of code or fewer

– Doesn’t solve the intellectual point of that part of the assignment

– Documented at top (see above) or as comment
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Generative AI Usage Policy

• Detailed on syllabus

• For coding tasks: similar to StackOverflow guidelines 

(disallowed for intellectual aspects of the assignment)

• On each Gradescope submission, you must document any 

use of AI with (1) the prompt you used and (2) the model 

outputs you used for each part of your submission

• Written responses must be entirely your own: no use of AI to 

derive or write any portion of written responses. 
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Ethical Hacking Policy

• In this course, you will learn hacking techniques that can 

actually compromise some systems

• You may only use these techniques on systems with the 

explicit knowledge and explicit consent from everyone who 

owns and uses that system

• You must stay within the bounds of each assignment

• Do not use these techniques on any machine, network, or 

system not specified in the assignment
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(These slides adapted from Vern Paxson)

Part 2: The Evolution of Computer Security 

Attacks & Incidents
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Threats Evolve

• 1990s, early 2000s: bragging rights
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Slammer Worm Spreads Across Entire Internet in 

Under 10 Minutes 
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Threats Evolve

• 1990s, early 2000s: bragging rights

• Mid 2000s – today: financially motivated cybercrime

– Spam, phishing, credit card theft, identity theft

– Facilitated by a well-developed “underground economy”
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Threats Evolve

• 1990s, early 2000s: bragging rights

• Mid 2000s – today: financially motivated cybercrime

– Spam, pharmaceuticals, credit card theft, identity theft

– Facilitated by a well-developed “underground economy”

• 2010s: politically motivated

– Governments: espionage
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Threats Evolve

• 1990s, early 2000s: bragging rights

• Mid 2000s – today: financially motivated cybercrime

– Spam, pharmaceuticals, credit card theft, identity theft

– Facilitated by a well-developed “underground economy”

• 2010s: politically motivated

– Governments: espionage, censorship, surveillance
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Threats Evolve

• 1990s, early 2000s: bragging rights

• Mid 2000s – today: financially motivated cybercrime

– Spam, pharmaceuticals, credit card theft, identity theft

– Facilitated by a well-developed “underground economy”

• 2010s: politically motivated

– Governments: espionage, censorship, surveillance, hot wars



40



41

Threats Evolve

• 1990s, early 2000s: bragging rights

• Mid 2000s – today: financially motivated cybercrime

– Spam, pharmaceuticals, credit card theft, identity theft

– Facilitated by a well-developed “underground economy”

• 2010s: politically motivated

– Governments: espionage, censorship, surveillance, hot wars

– Hacktivism
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Threats Evolve

• 1990s, early 2000s: bragging rights

• Mid 2000s – today: financially motivated cybercrime

– Spam, pharmaceuticals, credit card theft, identity theft

– Facilitated by a well-developed “underground economy”

• 2010s: politically motivated

– Governments: espionage, censorship, surveillance, hot wars

– Hacktivism

– Targeting of political organizations, individuals
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Lessons From History

• Attacks continue to evolve and improve over time

• Security is very, very, hard, even for well-resourced, 

motivated organizations

• We need systematic tools and techniques to organize our 

thinking rather than scattershot approaches
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Part 3: Key Security Properties
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Towards Achieving Security

Some key points from Chapter 1 for today

• Fundamental goals of computer security

• Adversary modeling and security analysis
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What Properties Do We Want For Security?

• Confidentiality: Information kept private

• Integrity: Information not secretly modified

• Availability: Information readily accessible
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What Properties Do We Want For Security?

• Confidentiality: Information kept private

• Integrity: Information not secretly modified

• Availability: Information readily accessible

• Authorization: Resource accessible only by certain entities

• Authentication: Principal/data is genuine

• Accountability: Responsible for past actions
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Part 4: Threat Modeling



53

An Example: Police Body Cams

• Worn continuously by police while on duty

• Records activity to storage

• Used in court, training, adjudicating complaints, …

These should be “secure,” right? Where to start?
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Assessing a System’s Attack Surface

1. Articulate security policies around data and other assets

2. Diagram the system in a simple, yet useful, way

3. Model the adversaries about whom we are worried

4. Engage in “threat modeling” to enumerate relevant attacks 

by adversaries against the diagrammed system
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Step 1: Assets

1. Video data

2. Actual cameras

3. Camera configuration equipment

4. Administration server

5. Remote storage server & account (third party)
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Step 1: Policies

• How do you create a security policy?

• One approach:

• Identify on the functional goals of the system

• Think about what security properties are necessary to maintain 

these functional goals

• Develop policies around what actions do/don’t violate these 

properties



57

Step 1: Policies

• Functional Goal: Accurately capture police behavior and make 

videos available for authorized viewing

• Security Policies:

– Only authentic videos from official cams should be stored [Authentication]

– Police cannot turn camera off without being logged [Accountability]

– Videos cannot be modified or edited, except via a formal process to redact 

accidental recordings (e.g., bathroom use) [Integrity, Confidentiality] 

– Video data should be retained for X years [Availability]

– Video should only be accessible with court approval [Confidentiality, 

Authorization]
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Step 2: Diagram the System

• Principal components and interactions

• Sometimes “trust boundaries” (e.g. cloud vs. on-premises)

Body Cams
Docking Stations

Administrator Workstation

Upload videoUpload video

Config

Transmit config Usage stats

Investigator Workstation

3rd party storage

View video
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Step 3: Begin Adversary Modeling

• Goal: Scoping the capabilities of realistic attackers about whom 

we’re worried (what they can and cannot do)

– Criminal trying to delete video

– Domestic hacker (outsider) seeking videos

– Corrupt police officer hiding activity

– Corrupt police department hiding activity

– Corrupt administrator spying

– Insider at body cam vendor planting backdoor

– Insider at storage provider snooping videos

– Foreign government-level hackers fomenting distrust of government
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Step 4: Threat Modeling

• Threat Modeling = brainstorming crutch for “what could go 

wrong?”

• Examples:

– STRIDE (Microsoft)

– Attack Trees

– Center of Gravity (CoG)

– PASTA

– DREAD
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STRIDE Threat Modeling

• Brainstorm attacks that fit each of six categories:

Spoofing [Authenticity]

Tampering [Integrity]

Repudiation [Accountability]

Information disclosure [Confidentiality]

Denial of service [Availability]

Elevation of privilege [Authorization]

• Can search for each type against each component in diagram

• Can search for each type as mounted by each adversary
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STRIDE-by-Component Exercise

• Spoofing

Body Cams
Docking Stations 3rd party storage

Administrator Workstation

Upload video Upload video

Transmit config

Config

Usage stats

Investigator Workstation

View video
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STRIDE-by-Component Exercise

• Tampering

Body Cams
Docking Stations 3rd party storage

Administrator Workstation

Upload video Upload video

Transmit config

Config

Usage stats

Investigator Workstation

View video
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The Security Mindset

• Security is highly dependent on context and relies on experience 

for accurate threat modeling

• One approach for analyzing the security of a system:

– Craft a security policy based on the assets, functional goals, and desired 

security properties

– Carefully understand the architecture of our system

– Proactively threat model to brainstorm possible attack space
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The Security Mindset

This course will look at security issues in many different settings

• Common threat models and security pitfalls (attacks)

• Secure design patterns & classical mitigations
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Up Next: OS & Software Security

• How can we prevent simultaneously running users and programs 

from interfering with each other?

• How can software bugs circumvent these protections?
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